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Abstract— Wireless sensor networks (WSNs) are composed of 
hundreds or thousands of small nodes, which work together 
and associate with a specific task or tasks to do. It is expected 
that wireless sensor networks will be used widely in many 
applications in the near future. One of the most important 
issues in WSNs is localisation. There are crucial problems over 
network localisation such as security attacks (internal or 
external), energy efficiency, and accuracy, which impact 
performance and energy-consuming of wireless sensor 
networks. The main source of these problems is network 
topology. A long-thin network topology (LTNT) in wireless 
sensor can produce errors in network localisation due to 
special deployment of nodes; also it can cause detecting nodes 
with faulty readings. This paper proposes an optimised 
algorithm based on Debraj De algorithm to determine faulty 
readings in WSNs. This algorithm uses a correlation 
parameter of two nodes to detect nodes with faulty readings. 
The proposed algorithm reduces computational complexity of 
the correlation algorithm, which causes network energy 
consumption becomes significantly low when compared with 
the original algorithm. 

Keywords- Wireless Sensor Networks; Long-thin Networks; 
Faulty Readings; Network Energy Consumption 

I.  INTRODUCTION 
Wireless sensor network (WSN) consists of hundreds of 

small nodes that work together to accomplish a network 
task. Each node includes: a sensor, a processor, 
communication components (antenna), a small memory, and 
a source of energy [1]. Due to WSN energy resources 
limitation, it is required to use algorithm that consumes 
much less energy in the WSN. Network localisation is one of 
the important issues in WSNs, which determines the location 
of a node in the network.  

One of the methods in network localisation is that all the 
network nodes are equipped with devices (i.e. Global 
Positioning System (GPS)) then the nodes are divided into 
the two groups: Range-free and Range-base nodes [2, 3]. 
This method would be very expensive in terms of energy 
consumption and implementation cost. There have been 
plenty of researches conducted to establish correct 
localisation algorithms for different application scenarios [4]. 

 Energy efficiency, algorithm accuracy, and security 
attacks are considered as the main metrics in network 

localisation [5]. In terms of the first two metrics, several 
researches have been conducted. However, the network 
security metric has just been considered in the last few years 
[6]. Security attacks in WSNs are divided into the two 
categories: Internal and External attacks.  In the internal 
attacks, a network node sends wrong information to other 
nodes in the network, because of being faulty. However, in 
the external attacks a malicious node sends information to 
damage network localisation [7-9]. Another important issue 
that needs to be considered is nodes with faulty readings. In 
this case, network sensors in specific environments are 
tending to failure. 

Long-Thin Network (LTN) is a specific type of network 
topology that widely used in wireless sensor 
applications. The applications of LTN are in surveillance 
application, ranges from leakage detection of fuel pipes, 
monitoring tunnels, stage measurements in sewer, street 
lights monitoring in highway systems, flood protection of 
rivers, vibration detection of bridges, roadside networks, 
pedestrian detection systems, and etc. In the LTN, sensors 
may form several long backbones, which extend the network 
to intended coverage areas. A backbone is a linear path 
which may contain tens or hundreds of network routers [10]. 

In this paper a new method to control fault tolerance in 
the LTN is introduced, which is based on Debraj De’s 
localisation error detection algorithm [11-15]. 

This paper also shows that the distance between two 
sensors does not completely indicate solidarity between the 
readings of two sensors. Moreover, if the nearest sensor is 
faulty, the result of voting by the suspected node is 
hierarchically corrupted. This problem named Domination 
Problem (DP). Figure 1 shows the form of a sensor network 
that is connected to neighbour sensors. 

Each link is labelled with a weight that is used in the 
voting process. Assume that the weight of nodes S2, S3, and 
S4 are 0.3, 0.4 and 0.9, respectively, and sensor S4 is a faulty 
sensor. Obviously, reading of node S1 is introduced as a 
faulty reading, when the method of weighted voting is done. 
For example: 0.3 * 0.9 * 0.4 * 1 (-1) = -0.2. The positive and 
negative votes are shown respectively as 1 and -1, as 
well. As it is stated above, weighted voting method based on 
distance has several major defects [16, 17]. Based on the 
above observations, an innovative network voting algorithm 
is suggested to identify faulty reading of a node by taking the 
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correlation of readings of two nodes and their confidence 
number.  

 

 
Fig. 1. An illustrative topology of a wireless sensor 

network 
In the proposed algorithm, a weight is given to each node 

that includes total correlation of the adjacent nodes with 
confidence coefficient and also sensed value of current time 
of the sensor. Although this algorithm is complex than the 
Debraj De algorithm, it is greatly more affordable compared 
to other algorithms.  The Debraj De algorithm uses space 
between nodes and causes less distance to corrupt voting 
[18]. In the proposed algorithm, the effect of corrupted nodes 
in voting is much more reduced to achieve better 
results. Since, the proposed algorithm is not only based on 
the calculated correlation, the range of correlation is reduced. 
Therefore, it reduces calculation time and cost, and improves 
energy consumption in the network. 

The rest of this paper organises as follows. In section II, a 
new algorithm for fault tolerable deployment is proposed for 
long-thin wireless sensor networks. Section III shows error 
detection techniques of localisation, which includes basic 
concepts of detection of localisation error. In section IV, a 
new algorithm for localisation error detection in long-thin 
network is proposed. The proposed algorithm based on 
correlation to determine faulty readings is discussed in 
section V. Section VI compares the results of the proposed 
algorithm with other related work. Finally, section VII 
concludes this paper. 

 

II. FAULT TOLERANT DEPLOYMENT 
TECHNIQUE FOR LONG-THIN WIRELESS SENSOR 

NETWORKS 
The form of nodes distribution in the long-thin network 

causes each node to have fewer neighbors. Few neighbors 
help to have faults in network. Number of neighbors should 
not be very few, which resulted in compromising the health 
of network. Long-thin structures are usually used in 
environments that are included in the restrictions. These 
restrictions limit the number of neighbors. In this structure, 
failure of some close together nodes may pull some parts of 
network into isolation, or in a worse case the entire network 

may stop working.  The proposed structure for LTN is an 
optimal deployment for the sensor nodes within the LT 
network, and is useful in most practical applications as 
shown in Figure 2. 

 
Fig. 2.  Proposed fault tolerance substructure for long-thin network 

In this infrastructure increasing in number of lines 
depends on space limitations and other issues. In this case, 
the number of neighbour nodes is four. This infrastructure is 
repeated throughout the network. The distance between a 
node and adjacent nodes on the same line is a and distance 
between two lines is b and the distance of node with node in 
the next line is d. By rectangular triangle definition, the 
following equation is established: 
                                (1) 

   
The number of neighbours of a node can also increase by 

increasing the number of parallel lines and changing the 
value of parameters a, b. 

III. BASIC CONCEPT OF LOCALISATION ERROR 
DETECTION 

     The concept of localisation error detection technique is 
shown in Fig. 3. It is assumed that the sensors are on a XY 
page.  

 
Fig. 3.  Basic concept behind localization error detection 
Fig. 3 shows that nodes ni and nj see each other with the 

angles Pij, Pji. These two nodes have a distance of dij from 
each other. Then coordination of nj to ni is obtained from: 

Xij = dij . cos pij and yij = dij . sin pij                      (2) 
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Similarly, the node coordinates ni to nj comes: 
        Xji = dji . cos pji and yji = dji . sin pji                     (3)    

If there is no error in calculation of distance and angles 
size, then:  

(xji + xij) = 0  and  (yji + yij) = 0                                 (4) 
Therefore, by comparing these values, error in the 

localisation can be detected. 

IV.  BASIC CONCEPT OF LOCALISATION ERROR 

     Using static localisation in most long-thin network 
configurations causes dispose to some types of errors. Fig. 4 
shows the Debraj De’s algorithm for localisation error 
detection. 

In Fig. 4, the localisation algorithm is illustrated with 
respect to node N2. Each node in the network runs the same 
algorithm as node N2. The proposed algorithm, which is 
established based on optimised Debraj De algorithm is 
described as follows:   

� Node N2 broadcasts a HELLO message or a dummy 
message M1, which is received by all of its 
neighbors (N1, N3, N4 and N5.   

� Then N2 , receives message M1 from each of its 
neighbors.  

� Based on these messages, N2 calculates relative 
position of each of its neighbors, using Angle of 
Arrival (AOA) technique and distance information. 
Suppose that N2 calculates its neighbor Nj’s relative 
position as (X2j ,Y2j ) from Angle of arrival A2j and 
distance D2j information. Therefore: 

 

Fig. 4.  Localisation error correction on long-thin topology 

X2j = D2j . cos A2j  
y2j = D2j . sin A2j                                                 (5) 

� N2 sends feedback message M2 with calculated 
position information (X2j, Y2j) to each specific 
neighbour Nj.  In the other word, every node plays 
a game with each of its neighbour by exchanging 
their positions, at which, one can observe the other. 

� Node N2, receives feedback M2 with information 
(Xj2, Yj2) from each of its neighbour Nj.   

� The value of (Xj2 +X2j) and (Yj2 +Y2j) should be 
zero. But due to different kinds of errors, it would 
not be zero. Obviously, these values capture all the 
possible errors that may affect accuracy of 
localisation. 

Regarding detecting faulty or malicious node, if N2 gets 
only one message M2 from Nj, then it saves the relative 
position information (X2j ,Y2j). Node N2 calculates 
 (Xj2 + X2j) and (Yj2 + Y2j). If (Xj2 + X2j) <= Xerror-
threshold and (Yj2 + Y2j) <= Yerror-threshold, then N2 can rely 
node Nj, and set a confidence level of node Nj to 
confidence Nj = trust_value, otherwise, Nj can’t 
absolutely rely on accuracy of Nj, so set confidence 
level confidence Nj= non_trust_value. Typically, 
trust_value and non_trust_value can be selected as 3 
and 1, respectively. In this case, every node decides 
whether to rely on its neighbour information or not 
[14]. Also it sets the confidence levels for the 
neighbours, which is utilised in network detection of 
faulty readings described in the following section. 

V. PROPOSED ALGORITHM 

A. Correlation  
As it stated above, in the most of previous works, the 
distance between two sensor nodes is considered when the 
sensor reads correlation. Furthermore, it is possible that the 
close reading of two sensors would be very different in 
geometric terms. Therefore, it is important to achieve more 
accurate correlation between sensor readings for the distance 
between them. 

Suppose that all readings of a Si sensor include a 
sequence of readings inside the sliding window Δt. This 
sequence reading is called Read Vector. Si readings can be 
expressed as follows: 

 bi(t) = {xi(t – Δt +1), xi (t – Δt +2), … , xi (t)}            (6) 
Where Xi(t) is sensed value by Si in time t. Therefore, 

similarities between two sensor nodes in terms of reading 
vectors can be defined due to faulty reading is very different 
from other ordinary readings in terms of direction and 
amount. In this paper, the extended version of Jakard 
algorithm [18] was used as the similarity function. Based on 
the Jakard algorithm, similarity function for calculating 
similarity of two sensors Si, Sj is shown by Corrij and it is 
defined as follows:  

 
                                                               (7) 
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Corrij would be one when the vectors of two-sensor readings 
are exactly the same. 

B. Proposed Algorithm  
     As a common method to detect faulty reading in the 
network, voting methods can be used. In the common voting 
methods correlation parameter is used but this parameter is 
not enough alone to vote and it requires additional 
parameters take part in voting. These voting methods are 
really costly [18]. 

In Debraj De algorithm, distributed localisation error 
detection for each node is calculated through the level of 
confidence of the node. In the Debraj De algorithm, to 
explore the faulty readings the following formulas are used: 

                                             

ij

ij
ij d

confidence
w �

                       
(10) 

 
In the Debraj De voting algorithm, the space parameter 

has a source that sometimes causes an error in the voting 
algorithm. To overcome this problem, in the proposed 
algorithm, each node weight is shown as follows: 

Wij = corrij . confidenceij                                  (11) 
And voting is done based on: 

(12) 
  
In the proposed method, voting on node i is considered. 
Confidence of I and j is achieved in phase of localisation 
error detection. Corrij is also obtains according to the 
alogorithm initialisation. To prevent faulty nodes from 
interfering with the voting, confidence and Corrij are 
calculated. Suppose that faulty node value is very different 
from the rest of the node values. In the proposed algorithm 
for voting node is described as follows: 
VotingOnNode (Nodei) 
{ 
   for j=1 to 4 { 
   Request Nodej to send sensed data within predefined 
previous time 
   Request Vote from Nodej 
   Save vote as Vj 
   Save those data to an array by name bj 
   Corrij= Call Calculate Correlation(bi,a)     // a is array of 
sensed data by node i 
   Vote=Vj*corrij*confidenceij 
   } 
   If  Vote>0 then  
             Return Node is Good 
   else  
      Return Node is faulty 
}  

Since the Corrij calculation may consume energy, it 
simply decreases the range of sampling to acceptable 
threshold. This algorithm has more computational costs than 

the Debraj De algorithm and also solves and optimises the 
problems of Debraj De algorithm. This algorithm has much 
less computational cost than other voting algorithms which 
use correlation. 

VI. RESULT ANALYSIS AND COMPARING  
     This section compares the results obtained from the 
proposed algorithm with the other existing algorithms. The 
existing algorithms can be classified into the two categories. 
The first batch is weighted algorithms that using of  distance 
inverse as weight. These algorithms have less complexity but 
they are very vulnerable. 

One of the weaknesses of these algorithms is that the high 
effect of faulty nodes is near to the voting node on the 
obtained result. The Debraj De algorithm, decreases the 
vulnerable down to the acceptable level, but the stated 
problem still exist. The Debraj De algorithm uses the 
following voting method: 

ij

ij
ij d

confidence
w �

    
��

j
jij sw ),(Votei

                                                     
Where Dij is the distance between two nodes. The second 

category includes algorithms that use the correlation between 
two nodes as weight. The complexity of these algorithm is 
high and equals O(n3). It is easily prove that the proposed 
algorithm is much more accurate than the algorithms in the 
first category as shown in Fig. 5. 

 
Fig. 5. Evaluation of faulty node effect on the voting 

In Fig. 5 S is the value sensed by the nodes and D 
indicated the distance. Z, Y, and P are constant numbers. 
According to Debraj De voting algorithm which belongs to 
the first category, the following relations can be obtained. 
These relationships are used to detect the faulty readings of 
node 2. Assume that node 3 is a faulty node that is going to 
destroy the voting result. 
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If node 3 try to destroy voting, then: 

y
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063 	�� zpyy                     
WZ can be written instead of y, then: 

pw63w06zwpz3wz zDiscard 	���� ��	��  
In this case if unequal value is generated, voting is wrong. 
For example, if w=2 then: 

p606z2pz2z*3 	���	��                   (20) 
According to this example, if P is greater than 6 voting is 

failed. Obviously, it shows a very low accuracy and very 
high risk of inaccuracy. By decreasing the distance between 
faulty node and voting node (increasing w), the effect of the 
faulty node on voting is increased, as shown in the Fig. 6. 

To justify the finding and to identify corrupted reading of 
node N2, the following test case is considered as shown in 
Fig. 7. After stated calculations and voting procedures, the 
obtained results show that N2 is faulty. Obviously, this result 
is wrong and N2 acts correctly. Wrong decision is made due 
to involvement of the faulty node N3. This problem occurs 
because of distance parameter selection in the weight of 
nodes. To overcome this problem, in the proposed algorithm 
the value of node reading similarity or correlation were used 
instead of the distance between two nodes due to using 
correlation parameter alone is not a good criterion for voting. 

 
Fig. 6. Effect of faulty nodes on Debraj De voting 

algorithm 
 

 

Fig. 7. Wrong decision making due to faulty node N3 
 

It is assumed that: 

ij

ij
ij d

confidence
w �
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4
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6
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Vote2= 0.75 * 10 + 0.5 * 12 + 0.5 * 8 – 100 * 0.25 = 
             7.5 + 6 + 4 – 25 = -7.5                               (24) 
This algorithm belongs to the second category of voting 

algorithms. The formula of voting in the proposed algorithm 
is shown as follows: 

 
                                 
According to the Fig. 5, node 3 tries to destroy voting 

result. The confidence number between node 2 and node 3, is 
1. Therefore, the following relationships can be inferred. 
This relation is not true with each value of P. Therefore, it 
shows that the proposed algorithm can also solve the 
problem of voting algorithms in the first category, as shown 
in Fig. 8. 
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Assume that the observation period of each node rages t 

to t+2 as it shown below, and node N1 is less reliable 
(confidence12 =1), then the voting process is: 

N1=101, 100, 99 
N2=1.6, 1.5, 1.4 
N3=2, 2, 2 
N4=1, 1, 1 
N5=1.1, 1, 0.9                                                               (28) 
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j
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Fig. 8. Solving the problem of voting algorithms in the 
first category 
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52.4=corr
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3=corr92119.0
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9=corr

25

2423

�

��
       

Vote2 = -0.152308*100*1 + 0.92119*2*3 + 0.44313*3*0.9  
                + 0.5893*1.2* 

          =-1.52308 + 5.52714 + 1.196451 + 2.12148 >= 0                                          
 
According to the obtained result, it shows that the node 

N2 produces correct data. Also, the proposed algorithm has 
less complexity than the Debraj De algorithm, thus the 
energy consumption for calculating faulty reading is 
improved, as shown in Table 1. 

Table 1. Comparing between algorithms using common 
parameters 

Algorithm 
 
 

Parameter 

Weighted 
Voting 
with 

Distance 

Debrajde's 
Algorithm 

Weighted 
Voting 
with 

Correlation 

Proposed 
Algorithm 

Precision Less Medium Very High High 
Complexity Less Less Very High Less 

Energy 
consumption Less Less Very High Less 

VII. CONCLUSION  
    The main aim of this research was to improve detection 
algorithm for nodes with faulty readings in the network. 
Besides detection localisation errors, the proposed algorithm 
can detect the faulty readings. After detecting localisation 
errors, confidence number of each node was calculated and 
was used to detect faulty readings using algorithm in the 
network. Voting can be done through weight based on 
correlation or distance. The use of voting based on the value 
of correlation of two nodes is often costly. The Debraj De 
voting algorithm uses distance parameter in voting; therefore 
it does not always produce accurate results. The proposed 
algorithm can overcome the problems of Debraj De voting 
algorithm. Also it reduces computational complexity of the 

voting algorithm using correlation between sensed values of 
nodes. 
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