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Abstract

Data aggregation is an effective technique which is in-
troduced to save energy by reducing packet transmissions
in WSNs. However, it extends the delay at the interme-
diate nodes, so it can complicate the handling of delay-
constrained data in event-critical applications. Besides, the
structure-based aggregation as the dominant data gather-
ing approach in WSNs suffers from high maintenance over-
head in dynamic scenarios for event-based applications. In
this paper, to make aggregation more efficient, we design a
novel structure-free Real-time Data AGgregation protocol,
RDAG, using a Real-time Data-aware Routing policy and a
Judiciously Waiting policy for spatial and temporal conver-
gence of packets. Extensive simulations in NS-2 verify the
superiority of RDAG in WSNs.

1 Introduction

The tendency to use high performance low cost prod-

ucts in wireless communications technology has led to the

rapid development of Wireless Sensor Networks (WSNs)

[2]. A distributed WSN is usually a self-organized system

composed of a large number of small computational sensor

nodes densely deployed in sorts of regions to collect various

physical or environmental conditions, such as odor, vibra-

tion, pressure, light, temperature, and so on. They have a

wide range of applications such as habitat and environment

monitoring, military applications and real-time target track-

ing on battle fields, disaster and emergency surveillance,

and biological hazard detection.

However, nodes have batteries with limited energy and

it is difficult to supplement capacity due to the harsh en-

vironment where they are deployed. To achieve long-lived

wireless multi-hop networks, it is necessary to consider how

to save energy in the conception of designed algorithms and

protocols for WSNs where communication costs are usually

more expensive than computing costs [11].

In typical communication scenarios of WSNs, each node

covering a small section of the deployment area collects

data from the environment and then sends it to a sink where

people may access it via the Internet. Here, it is highly pos-

sible that nodes located at the monitored area sense redun-

dant or repeated data. Therefore, much energy is dissipated

if all these data are forwarded through the network. Data

aggregation is a promised technique exploiting in-network

processing to conserve energy by eliminating the inherent

redundancy of raw data and reducing the number of packet

transmissions [11]. To aggregate data, every node combines

all the received packets with its own packet into a single

packet of fixed-size according to some aggregation function

such as logical and/or, average, maximum, or minimum,

and then forwards it to upper nodes.

Here, packets containing redundant information should

be gathered together to reduce the number of transmissions.

Therefore, the aggregation strategies should make packets

more spatially and temporally convergent [9, 30]. A routing

scheme, a spanning inward architecture of the communica-

tion topology rooted at the sink of the aggregation, is an

17th IEEE International Conference on Embedded and Real-Time Computing Systems and Applications

1533-2306/11 $26.00 © 2011 IEEE

DOI 10.1109/RTCSA.2011.70

51



important issue required to be considered [27]. Actually,

different streams are aggregated if they happen to intersect

on their way to the sink. What’s more, we have to hold

packets at intermediate nodes to promote aggregation effi-

ciency. Thus, the main challenge of data aggregation is how

to build up proper routes and also apply efficient timing con-

trol mechanisms to the packets in such a way that they have

more chances to meet at the same node at the same time.

The present routing schemes for data aggregation rely

generally on a structured architecture, such as cluster-based

[15, 28] and tree-based [5, 6, 7, 8, 17, 19, 24, 25, 26]. How-

ever, in a dynamic environment, the benefit from structured

data gathering may not compensate for the construction and

maintenance overhead. On the contrary, the structure-free

approaches achieve data aggregation using local informa-

tion, so they do not spend extra energy to build a structure

[3, 9].

Besides, different streams are aggregated if they happen

to intersect on their way to the sink. Approaching this goal,

we have to hold packets at intermediate nodes to promote

aggregation efficiency. More waiting time can lead to the

collection of more data, the increase of aggregation gain,

and vice versa. Therefore, data aggregation has a trade-

off relationship with the delay. However, there are many

real-time applications, especially in intruder tracking, med-

ical care, fire monitoring, security surveillance, and struc-

tural health diagnosis, which need the time stringent data

delivery. Here, outdated information would be irrelevant

and even lead to negative effects on the system monitoring

and control. Thus, a great challenge is posed to WSNs in

developing data aggregation methods because they extend

the queuing delay at the intermediate nodes and can conse-

quently complicate the handling of delay-constrained data.

Therefore, a key issue is how to effectively route and hold

data so that real-time applications can be supported with a

minimum power-consumption.

In this paper, we introduce an efficient and scalable Real-

time Data AGgregation protocol, RDAG, to conserve en-

ergy by taking two mechanisms for spatial and temporal

convergence of packets into account without incurring the

overhead of constructing a structure while meeting the de-

sired level of timeliness. To the best of our knowledge, this

is the first study on the topic of structure-free aggregation

of delay-constrained data in WSNs.

The main contribution is to maximize information fusion

along the communication routes within the stipulated time

bound. To make this idea work, we have to answer the fol-

lowing two questions: "How should data aggregator nodes

be selected?" and "How much time do we need to wait for

data aggregation?" To answer the first question, a Real-time

Data-aware Routing policy which makes decisions on the

fly for efficient spatial aggregation of data as there is no pre-

constructed structure is proposed. And to answer the second

one, a Judiciously Waiting policy which takes advantage of

the available slack by delaying packets on their way to the

sink as long as their deadlines are not missed is proposed.

The obtained results in the simulation environment show

that RDAG presents an excellent performance in respect to

aggregation gain, miss ratio, and energy efficiency.

The rest of the paper is organized as follows. Section 2

summarizes the background and related work. In Section

3 the proposed scheme and its specifications are explained.

Simulation results are presented and discussed in Section 4.

Finally, Section 5 concludes the paper and discusses some

future directions.

2 Related work

2.1 Real-time routing

Several routing algorithms have been developed with the

aim of providing timeliness in WSNs [4, 12, 14, 18, 20, 22,

23]. Here, we briefly review some of the previous works

in the field. SPEED [14] implements the end-to-end trans-

mission delay control. It finds out the neighbors’ informa-

tion using a beaconing mechanism and chooses the next hop

based on transmission velocity and local geographical in-

formation. Moreover, it utilizes a back pressure rerouting

mechanism to avoid routing traps. MMSPEED [12], an ex-

tended version of SPEED, can provide different deadlines

and packet reliabilities. Moreover, R2TP [18] is a real-

time routing protocol, which utilizes multipath forwarding

in such a distributed way to accomplish reliable transmis-

sion in WSNs. However, MMSPEED and R2TP are similar

to SPEED in that they do not consider energy expenditure in

data forwarding. This issue results in quick energy exhaust-

ing of some nodes and makes the real-time characteristic

and the network lifetime worse and worse. RAP [22] prior-

itizes real-time traffic using velocity monotonic scheduling

through a differentiated MAC layer. ARP [23] considers

not only the real-time requirement but also the energy index

synthetically. It computes the required transmission veloc-

ity of data packets in each hop and chooses the next node

according to both transmission velocity and residual node

energy. RPAR [4] tries to optimize power consumption by

regulating the transmission power in real-time applications.

This approach is, however, affected by anomalous behav-

ior in heavy traffic conditions, which tends to favor net-

work congestion. Hence, RPAR increases the transmission

power that worsens the situation. In THVR [20], routing de-

cisions are made based on two-hop neighborhood velocity

integrated with the residual energy awareness mechanism.

However, it might lead to high computing complexity and

heavy message exchange overhead to enhance the service

quality of real-time packet delivery in WSNs.
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2.2 Data aggregation

Data aggregation, by reducing the number of transmis-

sions, is an effective approach to save energy. Spatial and

temporal convergence during transmission are two neces-

sary conditions for aggregation [9, 30]. To achieve a higher

aggregation ratio, one category focuses on establishing a

proper routing scheme and the other focuses efficient tim-

ing control. However, in data aggregation protocols, most

of the present schemes rely on the static structures, such as

cluster-based or tree-based.

In the cluster-based approach sensor nodes are organized

into clusters. There is a cluster head in each cluster which is

responsible for aggregating data from all the sensors in the

cluster and transmitting the concise digest to the sink node.

LEACH [15] and HEED [28] are two typical examples.

Tree-based data aggregation protocols organize sensor

nodes into a tree where data aggregation is performed at

intermediate nodes along the way to the sink node. One of

the main aspects of tree-based networks is the construction

of an energy-efficient data-aggregation tree, such as Steiner

Minimum Tree (SMT) for multicast algorithms which can

be used in designing data aggregation protocols [6, 24].

In energy-aware distributed heuristic (EADAT) [7], sensors

with higher residual power have a higher chance to become

a non-leaf tree node and thus extends the network lifetime in

terms of the number of live nodes. The Power-Efficient Data

gathering and Aggregation Protocol (PEDAP) [26] com-

putes a minimum spanning tree over the WSN with trans-

mission overhead as the link cost to minimize the total en-

ergy expended in each communication round. In cascading

timeout [25], nodes schedule their timeout based on their

own positions in the aggregation tree. This mechanism allo-

cates a smaller waiting time for nodes farthest from the sink.

A parent node’s timeout happens after its children’s timeout

thus enabling a node to collect information from all its chil-

dren. In [5], the authors introduce a dynamic aggregation

time assignment for tree structure based on the number of

children nodes of the root node. The complicated updating

process of aggregation time causes the scheme to be very

sensitive to little changes in the number of child nodes when

the timeout happens. Literature [8] proposes a tree-based

data aggregation method in real-time sensor networks. It

constructs an energy efficient data aggregation tree with the-

oretically bounded energy cost under the latency constraint

for data gathering. The data aggregation tree is constructed

through the power level adjusting of sensor nodes in central-

ized methods. The scheme [17] proposes a heuristic algo-

rithm for constructing data aggregation trees that minimize

total energy cost under the latency bound. It develops an

analytic model for IEEE Standard 802.15.4 CSMA-CA to

compute the worst case delay for a sensor node in the unit

of the number of time slots based on the parent node degree

and the required success transmission probability. In Adap-

tive Time Control (ATC) [19] the locations of the nodes and

the number of children in the data aggregation tree deter-

mine the aggregation timeout for a node. Thus, by ensuring

sufficient time to process data from the children, it maxi-

mizes the opportunity for data aggregation.

Such structured mechanisms perform well in a stable en-

vironment when nodes function properly all the time. How-

ever, in practical environments where nodes may fail unex-

pectedly and also, in event-based applications, the benefit

from structured gathering may not compensate for the con-

struction and maintenance overhead. On the contrary, the

structure-free approaches do not spend extra energy to build

any structure. Instead, they achieve data aggregation us-

ing local information. By identifying the limitations of the

static routing schemes for the data aggregation, the scheme

[31] proposes Dynamic Convoy Tree-based Collaboration

(DCTC) to optimize the tree reconfiguration schemes in

event-based applications. However, DCTC involves heavy

message exchanges. Data-Aware Anycast (DAA) [9] is the

first proposed structureless data aggregation protocol that

can achieve high aggregation without incurring the over-

head of structure approaches. DAA uses anycast to forward

packets to one-hop neighbors that have packets for aggrega-

tion and also uses Randomized Waiting (RW) at the source

nodes for each packet to introduce artificial delays and in-

crease temporal convergence. In [10] a semistructured ap-

proach utilizes DAA in a dynamic forwarding algorithm

to support network scalability on an implicitly constructed

structure composed of multiple shortest path trees. In SFEB

[3], the structure-free and energy-balanced data aggregation

protocol, the two-phase aggregation and dynamic aggrega-

tor selection enable both efficient data gathering and bal-

anced energy consumption. In Phase One, using the concept

of "gather before transmit", some data collecting nodes are

selected first to gather their neighbors’ sensing data as many

packets as possible. Then, these aggregators send the col-

lected packets back to the sink at Phase Two. The scheme

[30] designs an effective Data Aggregation mechanism Sup-

ported by Dynamic Routing (DASDR) which can adapt it-

self to different scenarios without incurring much overhead.

Enlightened by the concept of potential field in the disci-

pline of physics, the dynamic routing in DASDR is designed

based on two potential fields: the depth potential field which

guarantees that packets will reach the sink at last and the

queue potential field which makes packets more spatially

convergent. Cooperating with a timing scheme similar as

that in [25], this dynamic routing scheme can efficiently ag-

gregate data.
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3 RDAG

In this section, we introduce the network model and

our structure-free Real-time Data AGgregation protocol

(RDAG), respectively.

3.1 Network model and assumptions

We consider a set of sensor nodes distributed randomly

into the two dimensional area and there exists one sink node

that collects information from the sensors. Each node learns

its own location and the geographic positions of the sink.

The sink has no resource limitation and the sensors are

battery-operated with limited energy and the same physical

capabilities. Once their energy exhausts, the sensors cannot

work anymore. What’s more, the source nodes may trans-

mit different types of packets and the intermediate nodes are

responsible for performing in-network aggregation of same-

type packets. Hence, a FIFO (First In First Out) queue is

employed to hold packets for aggregation. The nodes which

are not adjacent conduct data communication through hop-

by-hop.

3.2 Protocol overview and properties

As mentioned above, maintaining a fixed structure for

aggregating delay-constrained data is not efficient in event-

based WSNs. RDAG is a distributed algorithm that provides

a structure-free transmission environment for real-time data

aggregation. It involves the mechanisms in such a way that

the packets have more chance to meet at the same node

(spatial aggregation) at the same time (temporal aggrega-

tion) while being transmitted to the sink. To achieve these

objectives, our proposed protocol provides a two-fold con-

tribution: (1) Real-time Data-aware Routing policy and (2)

Judiciously Waiting policy. We describe them below.

3.2.1 Real-time Data-aware Routing policy

In this section, we present RDR, a Real-time Data-aware

Routing supported by efficient data aggregation. Consid-

ering the fact that all intermediate nodes delay the re-

ceived packets to aggregate more data, it is important for

a node to know, at now, which next hop neighbor nodes can

achieve better aggregation performance while surmounting

real-time necessity. On the other hand, to determine the next

hop, we must satisfy real-time and data aggregation require-

ments. Hence, two questions are posed. First, what is the

real-time policy to implement data aggregation for delay-

constraint packets. Second, are there any nodes in the radio

range of the current node that have homogeneous elements,

i.e., data of the same type.

In real-time applications, a packet’s TTL (Time To Live)

field has an important role in making routing and schedul-

ing decisions. Thus, before node C forwards a packet, it

computes the required velocity based on the progress made

toward the sink node and the packet’s TTL, as follows:

Vreq =
d(C,S ink)

TT L
(1)

where d(C, S ink) is the Euclidean distance between cur-

rent node C and the sink node. It is important to note that

the deadline is met if the required velocity is met at each

hop [4]. Hence, the problem of meeting end-to-end dead-

lines is mapped to the local problem of meeting the required

velocity at each hop. This policy considers the current net-

work conditions to adapt the packet’s required velocity. If a

packet is late in its way to the sink node, then its required

velocity increases so that it may catch up. Conversely, its

required velocity decreases if the packet is early.

We periodically measure EHD, Estimated one-Hop De-

lay, including channel contentions, packet transmissions,

and queuing delay as in [21]. Based on the velocity require-

ment and the information provided for the estimated delay

EHD, node N in the neighbor set is an eligible forwarding

choice if it is closer to the destination and the velocity it pro-

vides; Vrelay(C,N), is equal to or greater than the packet’s

required velocity Vreq [21]. Relay velocity is calculated by

dividing the advance in the distance to the next hop relay

node by the estimated delay to forward the packet to that

node [14]:

Vrelay (C,N) =
d(C,S ink)−d(N,S ink)

EHD
(2)

where EHD, as we mentioned before, is the time it takes

to forward a packet from a current node to the next hop

relay node. Thus, considering that the application is delay-

constrained, a node in our routing scheme can be selected as

the next hop relay node provided it is an eligible forwarding

choice. On the other hand, from the nodes in the neighbor-

hood table, a node is eligible for data transmission if the

real-time requirement has been satisfied.

Next hop relay nodes are prioritized based on real-time

policy and aggregation efficiency. To achieve a higher ag-

gregation ratio, RDR makes a dynamic forwarding decision

by sending the packets to the node which has more same-

type packets in its queue since in this way packets will be

more spatially convergent. What’s more, it is easy for a

node to get the queue length of its neighbors [30]. Our dy-

namic routing scheme only uses the local information of a

node to make the routing decisions, therefore it is simple

and scalable.

Among the eligible forwarding nodes, node i with a

higher fitness value, Fiti, has a higher priority than the oth-

ers.
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Fiti = Q + δ(Q)×
(
w × (1 − (

Vreq

Vrelay(C, i)
)) + (1 − w) × (

ERem(i)
EInit(i)

)

)

(3)

where Q is the number of same-type packets at node i
normalized to its queue size. Moreover, δ(Q) = 0 if the for-

warder has some packets of the same type. Here, we will

decide only based on the queue occupancy ratio and send

the packets to the node having a larger Q value, so in this

way packets will be more spatially convergent. On the other

hand, a node which has more packets in its queue would

have a higher priority to be selected as the next hop. How-

ever, if the forwarder does not have any packets of the same

type, δ(Q) = 1, we will decide only based on the real-time

routing policy to assign the priority. Our algorithm uses

factor (1−w) to provide energy awareness in real-time rout-

ing as packets get closer to the sink based on the bottleneck

sphere theorem [29]. This bottleneck is placed near the sink

node location where all nodes have the highest energy con-

sumption. When all eligible nodes in the bottleneck sphere

fail due to the depletion of energy, the sensing data outside

this sphere will not reach the sink on time, which causes

quality failure. Hence, we select the weight w, formally as:

w =
TT L

TT Lmax
(4)

where TT Lmax is the packet end-to-end deadline and

TTL is used to indicate how much time remains for the

packet to arrive at the sink. As packets get closer to the

sink, the value of (1 − w) increases, so the effect of residual

node energy is more highlighted in routing decisions where

ERem(i) and EInit(i) are the residual and initial energy of eli-

gible node i. Using this factor enables even balance of traffic

between the eligible nodes along the path to the sink node,

and especially in the bottleneck sphere.

At last, a node will be picked out of the eligible neighbor

nodes while its priority is the highest. However, if there

is no eligible node in the neighbor set, the back pressure

rerouting mechanism is aimed instead of packet dropping

[14].

Using the RDR approach can result in aggregation as

early as possible on the routes to the sink. Moreover,

RDR is tolerant to interference and node failures due to

the dynamic routing in intermediate nodes; so it is very ro-

bust even in unreliable WSNs. Finally, packets will con-

verge to the best aggregation points dynamically without

explicit construction and maintenance of an aggregation

structure while considering real-timeliness necessity for ef-

ficient delay-constraint data forwarding. However, in the

RDR approach, packets may not be aggregated if they are

spatially separated, so we use the timing control policy for

temporal convergence to improve aggregation efficiency as

the intermediate nodes delay the packets.

3.2.2 Judiciously Waiting policy

There is a trade-off between energy and delay because ag-

gregation requires that some data be delayed at intermediate

nodes while waiting for more data packets to be received.

Hence, a key issue in the context of real-time monitoring

is the calculation of waiting timeout for each forwarding

packet in such a way that it can be delivered to the sink

within a stipulated time bound.

Aggregation scheduling is mostly classified into three

different categories in structure-based approaches as pre-

sented below [25]:

• Simple periodic: in this method each node sends out

the aggregated packet to the next hop in a pre-defined

period of time.

• Periodic per-hop: in this scheme each node performs

aggregation as soon as it hears from all its children and

then sends out one single packet.

• Periodic per-hop adjusted: this method is the same as

the periodic per-hop policy, but in each node, holding

time is calculated based on the position of the node in

the tree structure.

However, in structure-free approaches, exploiting an un-

alterable timeout policy such as the periodic scheme is not

applicable. Particularly, this problem is highlighted even

more in data aggregation applications with limited data

packet delivery time because passing the packet through

different paths can result in the reception of packets with

different deadlines, thus requiring different timing policy.

Therefore, the main question is how long a packet could be

delayed at intermediate nodes so that the aggregation gain

and on-time end-to-end delivery ratio will be maximized.

Here, we propose the Judiciously Waiting policy for each

packet along the way to the sink node to introduce artificial

delays and increase temporal convergence for effective ag-

gregation while meeting the time constraint of the data. We

allocate the available packet’s slack time, i.e., TT L− EED,

proportionately to the remaining hop count to the sink node

along the forwarding path to judiciously hold packets at in-

termediate nodes while surmounting soft real-time. The es-

timated End-to-End Delay (EED) is the time that takes to

deliver the packet from current forwarding node to the sink

node. To estimate EED, we periodically measure EHD,

Estimated one-Hop Delay. Besides, the overall effective-

ness of aggregation is dependent on when and where it ac-

tually occurs. Based on [13], aggregating data close to the

source nodes is the most efficient communication for per-

fect aggregation functions. Therefore, in our algorithm, the

waiting timeout WT for a packet at an intermediate node Rh

hops away from the sink is calculated as follows:
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WT =
TT L − EED

1 +
(

Rh−1
Rh

) .α = TT L − (Rh × EHD)

2 −
(

1
Rh

) .α (5)

where α is a constant factor used to leave some remain-

ing time as a safety margin to ensure that the deadline

would be met. Moreover, the remaining hop count to the

sink node is formally calculated by Rh =
d(C,S ink)

d(C,N)
where

d(C, S ink) and d(C,N) are the distance from the current

node to the sink and to the next hop forwarding node (see

Section 3.2.1), respectively. Based on (5), by decreasing

the remaining hop count a lower part of slack time is used

for data aggregation as the packet moves closer to the sink.

Finally, the packet uses its entire remaining deadline as a

slack time in the current node if the next hop node is the

sink node (i.e., Rh = 1).

Thus, taking advantage of the available slack if any,

our waiting time policy not only improves aggregation

efficiency by judiciously delaying packets at intermedi-

ate nodes but also tolerates transient periods of high con-

tentions without requiring any synchronization among sen-

sor nodes.

4 Performance evaluation

In this section, we evaluate the performance of our algo-

rithm via simulation. We conducted our simulations using

NS-2 [1]. The goal of the simulation is to show that our

proposed protocol, RDAG, can outperform other important

real-time routing and dynamic data aggregation protocols

using two mechanisms for spatial and temporal convergence

of delay-constrained packets - Real-time Data-aware Rout-

ing policy and Judiciously Waiting policy. The results are

compared with SPEED [14], the most well-known real-time

routing protocol, to show aggregation efficiency of RDAG

and also DASDR [30], a recent dynamic protocol for ef-

ficient data aggregation, to show the efficiency of RDAG

for real-time applications in WSNs. DASDR designs a dy-

namic routing scheme based on the depth-queue potential

field which makes packets more spatially convergent while

cooperating with cascading timeout policy for temporal data

convergence.

The simulation parameters for our model are mentioned

in Table I. The communication parameters are mostly cho-

sen in reference to the Berkeley mote specifications [16].

We also assume a simple and realistic energy model using

a distance based formula [15]. Let Esense be the energy de-

pleted for sensing. Moreover, Eagg is the energy employed

for data aggregation in the case when the node acts as an

aggregator. In the transmitting mode, energy is spent in the

electronic components, Eelec, as well as in the front-end am-

plifier, Eamp, which supplies the power for the actual RF

Table 1. Simulation Parameters
Terrain 200m × 200m

Node Number 100

Topology Grid
Initial Node Energy 1 J

Bandwidth 200 Kb/s
Radio Range 40m

Propagation Model Two Ray
Payload Size 50 Byte

Eelec 50 nJ/bit
Esense 0.083 J/s
Eamp 10 pJ/bit/m2

Eagg 5 nJ/bit/signal

transmission. In the receiving mode, energy is consumed

entirely by the transceiver electronics, Eelec.

We ran the simulation with several parameters, includ-

ing data rate and aggregation limit, where 6 nodes randomly

chosen from the left side of the terrain, send periodic data to

the sink placed at the middle of the right side of the terrain.

To create a dynamic event-based environment, each source

node assigns a random type to its periodically generated

data packet. We define 3 types of data and only same-type

packets could be aggregated at intermediate nodes along the

way to the sink node. The simulation ends as soon as 5000

packets are received at the sink. Therefore, we add a field

to each aggregated packet to specify how many effective

pieces of information are contained in this packet. We de-

rived different aggregation limits D (4, 8, ∞) from different

values of aggregation ratio (0, 0.5, 1) in [9]. D actually

represents the maximum number of packets whose infor-

mation can be aggregated by a aggregator node into one

packet. The packets wait at the queue until the number of

accumulated packets is equal to the maximum aggregation

limit D. Moreover, according to Judiciously Waiting policy

in each node, different TTLs of the incoming packets make

their waiting time different. Thus, the aggregation timer is

continuously readjusted to the minimum waiting time of the

incoming packets, if necessary, to meet their deadlines. Fi-

nally, the packets accumulated in the aggregation queue are

flushed when the queue is full or the timer expires. After ex-

piration, the aggregated result has a TTL equal to the min-

imum TTL of the packets and then is sent to the next hop

forwarding node. We set α=0.7, as in [21], and increase

the packet generation rate step by step from 1 to 100 pps

(packets/second) and then compare RDAG with the exist-

ing protocols in the terms of aggregation gain, miss ratio,

and average energy consumption where:

• Aggregation gain is defined as the measure of reduc-

tion in the communication traffic due to the aggrega-

tion. Thus, it is the ratio of traffic reduction due to
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vs. Data rate
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Figure 2. Miss ratio vs. Data rate

aggregation to the total traffic without aggregation [5]

• Miss ratio, the most important metric in soft real-time

systems, is defined as the percentage of packets that do

not meet their end-to-end deadlines.

From Figures 1 and 2 it can be seen that RDAG out-

performs SPEED in terms of energy consumption and miss

ratio, especially in higher data rates, where the aggregation

queue is unlimited and generated packets have the end-to-

end deadline of 500 ms. In SPEED no packet gets aggre-

gated along the way to the sink; thus, more packets are in-

jected into the network. However, RDAG uses a Judiciously

Waiting policy to take the advantage of available slack for

efficient aggregation, so it conserves energy through elim-

inating the inherent redundancy of raw data. As the traffic

increases, miss ratio increases as well because more con-

tention can result in longer queueing delays and congestion

at intermediate nodes. A higher number of missed packets

can lead to a higher number of retransmissions as well as

generated packets in the source nodes, and finally, a higher

energy consumption in heavy traffic loads. The fluctuation

in the curves of our proposed method is justifiable consid-

ering that RDAG selects different routes in different traffic

loads for data forwarding in a real-time aggregation-aware

scheme, so there is a kind of randomness in routing.

Figure 3 compares the aggregation ability of different

dynamic aggregation protocols and actually depict the ef-

ficiency of waiting time policy in terms of aggregation gain

for various aggregation limits under different traffic loads

when the end-to-end deadline is 700 ms. As expected, when

the data rate increases, more packets have the chance to

meet each other, so the aggregation ability increases. More-

over, our proposed algorithm outperforms DASDR in terms

of aggregation gain since in our method, each aggregator

node has an accurate estimation of delays along the ways

to the sink node, hence it could collect more data from its

neighbors in a judicious manner. However, in DASDR the

scheduling is based on cascading timeout policy which can

not appropriately delay packets at intermediate nodes, thus

it has less aggregation gain. In addition, the effect of aggre-

gation limit on aggregation gain is shown in Figure 3. By

increasing the aggregation limit in our protocol more num-

ber of same-type packets can be aggregated into one packet,

so the aggregation gain increases.

Figure 4 shows the packet miss ratio for various aggre-

gation limits under different data rates. As it can be seen,

by increasing the data rate, the miss ratio increases as well

for all different schemes. However, RDAG outperforms

DASDR by combining both real-time routing and timing

control for delay-constrained data aggregation. Moreover,

our scheme reduces the number of packets injected into the

network at intermediate nodes from sources to the sink by

providing a higher data aggregation at the nodes closer to

the source nodes. Thus, RDAG can handle the number of

transmissions and the network traffic more effectively as the

data rate increases.

Moreover, as Figure 5 shows, RDAG has a higher energy

efficiency than DASDR due to using an efficient real-time

data aggregation policy which decreases the miss ratio, and

increases the aggregation gain as well as the network life-

time.

Thus, considering the delay constraint, RDAG uses a

Real-time Data-aware Routing policy for spatial conver-

gence and a Judiciously Waiting policy for temporal conver-

gence to increase the aggregation gain and energy efficiency

and decrease the miss ratio as much as possible.

5 Conclusion

Data aggregation plays an important role in energy-

constrained WSNs. This paper proposed a structure-free

data aggregation mechanism, RDAG, for collecting delay-

constrained data in WSNs. To Achieve this, it combines a

dynamic Real-time Data-aware Routing policy and a Judi-

ciously Waiting policy. The first policy considers data types

as well as real-time decisions to select next hop neighbor
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Figure 3. Aggregation gain vs. Data rate (a)
D = 4, (b) D = 8, (c) D = ∞.
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Figure 4. Miss ratio vs. Data rate (a) D = 4, (b)
D = 8, (c) D = ∞.
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Figure 5. Average node energy consumption
vs. Data rate (a) D = 4, (b) D = 8, (c) D = ∞.

nodes with better aggregation performance and increases

spatial convergence during transmissions without explicit

maintenance of a structure while the second one introduces

artificial delays and increases temporal convergence. The

results evaluated in simulation verified the superiority of

RDAG in terms of aggregation gain, miss ratio, and energy

efficiency. Therefore, our proposed method is very suitable

for conserving energy in real-time WSNs.

The algorithm could be modified to take into account

some aspects that have not been addressed in this work.

These aspects could be interesting topics for future research.

For instance, studying an aggregation-aware real-time rout-

ing protocol in mobile WSNs could be considered in future

studies. Latency could also be evaluated during the process

of data aggregation. Moreover, we plan to use other selec-

tion route algorithms to improve our routing structure.
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