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Outline

• Some Decidable Properties

• Deterministic PDAs
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Decidable Properties

• THEOREM 8.6
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Decidable Properties

• There is no such algorithm to determine 

whether two context-free grammars 

generate the same language.
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Deterministic PDA

• Definition:



6

Deterministic PDA

• A language L is said to be a deterministic 
context-free language if and only if there 
exists a DPDA M such that L = L (M).
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Deterministic PDA

• Example:
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Deterministic PDA

• There are context-free languages that 
are not deterministic.

• Example:

– Consider                         and

– We know                 is CF

– Observe that there is no information available 
at the beginning of any 𝑤 ∈ 𝐿 string by which 
the choice can be made deterministically 
about whether 𝑤 ∈ 𝐿1 or 𝑤 ∈ 𝐿2
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Deterministic PDA

• If               is a deterministic CF, then the following 
language is CF:

• Proof: Assume DPDA M for L is available. 

• Thus, we know state after reading 𝑎𝑛𝑏𝑛. 

• Copy M and replace all b with c. 

• Consider the following PDA:
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Deterministic PDA

• If               is a deterministic CF, then the following 
language is CF:

• Proof:

• Let                                    with
states                   

• Construct 
by
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Deterministic PDA

• If               is a deterministic CF, then the following 
language is CF:

• Proof:

• Let                                    with
states                   

• Construct 
by
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Deterministic PDA

• If               is a deterministic CF, then the following 
language is CF:

• Proof:

• Show 𝑀 accepts 𝑎𝑛𝑏𝑛𝑐𝑛, 𝑎𝑛𝑏𝑛, and 𝑎𝑛𝑏2𝑛

• Show 𝑀 accepts no other string
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Deterministic PDA

• If               is a deterministic CF, then the following 
language is CF:

• Proof:

• Show 𝑀 accepts 𝑎𝑛𝑏𝑛𝑐𝑛, 𝑎𝑛𝑏𝑛, and 𝑎𝑛𝑏2𝑛

• Show 𝑀 accepts no other string
– Exercise 
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Deterministic PDA

• If               is a deterministic CF, then the following 
language is CF:

• Proof:

• Show 𝑀 accepts 𝑎𝑛𝑏𝑛𝑐𝑛, 𝑎𝑛𝑏𝑛, and 𝑎𝑛𝑏2𝑛:

• M accepts 𝑎𝑛𝑏𝑛: 𝑞0, 𝑎𝑛𝑏𝑛, 𝑧 ֜
∗

𝑀
(𝑞𝑖 , 𝜆, 𝑢),   𝑞𝑖 ∈ 𝐹.

• M is deterministic: 𝑞0, 𝑎𝑛𝑏2𝑛, 𝑧 ֜
∗

𝑀
(𝑞𝑖 , 𝜆, 𝑢)

• Also, (𝑞𝑖, 𝑏𝑛, 𝑢) ֜
∗

𝑀
(𝑞𝑗 , 𝜆, 𝑢1),    𝑞𝑗 ∈ 𝐹.

• And, by construction ( ො𝑞𝑖 , 𝑐𝑛, 𝑢) ֜
∗

𝑀
( ො𝑞𝑗 , 𝜆, 𝑢1)  ⇾ 𝑀 accepts 𝑎𝑛𝑏𝑛𝑐𝑛
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Deterministic PDA

• If               is a deterministic CF, then the following 
language is CF:

• Proof:

• Thus, L 𝑀 = 𝐿.

• It is a contradiction as 𝐿 is not CF.
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GRAMMARS FOR DETERMINISTIC 
CONTEXT-FREE LANGUAGES

• We can parse DCFLs efficiently,

• We can follow the transitions of a DPDA with no 
backtracking or parallelism,

– What about ε-transition?

• Design of deterministic grammars,
– Good for compilers,

• Suppose we are parsing top-down, attempting to find the leftmost 
derivation of a particular sentence. 

• We scan the input w from left to right, while developing a sentential 
form whose terminal prefix matches the prefix of w up to the 
currently scanned symbol.

• Know which rule to use?
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GRAMMARS FOR DETERMINISTIC 
CONTEXT-FREE LANGUAGES

• We can parse DCFLs efficiently,

• We can follow the transitions of a DPDA with no 
backtracking or parallelism,

– What about ε-transition?

• Design of deterministic grammars,
– Good for compilers,

• Suppose we are parsing top-down, attempting to find the leftmost 
derivation of a particular sentence. 

• We scan the input w from left to right, while developing a sentential 
form whose terminal prefix matches the prefix of w up to the 
currently scanned symbol.

• Know which rule to use?

• In case of s-grammars
there is one rule at each 
step.

– Too restrictive. 
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GRAMMARS FOR DETERMINISTIC 
CONTEXT-FREE LANGUAGES

• LL grammars: 
– L: The input is scanned from left to right,

– L: Leftmost derivative is contructed. 

• Predict which rule to use by scanning a symbol 
plus a finite number of symbols following it. 
– Every s-grammar is an LL grammar. 
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GRAMMARS FOR DETERMINISTIC 
CONTEXT-FREE LANGUAGES

• LL grammars: 
– LL (k) grammar: We can uniquely identify the correct 

production by scanning the current symbol and a 
“lookahead” of the next k −1 symbols. 
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GRAMMARS FOR DETERMINISTIC 
CONTEXT-FREE LANGUAGES

• The following grammar (the language of properly 
nested parenthesis structures) is not an LL(k) 
grammar for any k. 

• No matter how many symbols you examine, you 
can not decide which rule to use:
– ((((((((((((((….((()))….)))))))))))

– ((((((((((((((….))))))))
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GRAMMARS FOR DETERMINISTIC 
CONTEXT-FREE LANGUAGES

• The following grammar (the language of properly 
nested parenthesis structures) is not an LL(k) 
grammar for any k. 

• Following is an LL equivalent:
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Regular

LL(1)

Deterministic

CF

CF
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