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Life-Threatening Arrhythmia Verification in ICU
Patients Using the Joint Cardiovascular Dynamical
Model and a Bayesian Filter
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Abstract—In this paper, a novel nonlinear joint dynamical model
is presented, which is based on a set of coupled ordinary differential
equations of motion and a Gaussian mixture model representation
of pulsatile cardiovascular (CV) signals. In the proposed frame-
work, the joint interdependences of CV signals are incorporated
by assuming a unique angular frequency that controls the limit
cycle of the heart rate. Moreover, the time consequence of CV
signals is controlled by the same phase parameter that results in
the space dimensionality reduction. These joint equations together
with linear assignments to observation are further used in the
Kalman filter structure for estimation and tracking. Moreover, we
propose a measure of signal fidelity by monitoring the covariance
matrix of the innovation signals throughout the filtering proce-
dure. Five categories of life-threatening arrhythmias were verified
by simultaneously tracking the signal fidelity and the polar
representation of the CV signal estimations. We analyzed data
from Physiobank multiparameter databases (MIMIC I and II).
Performance evaluation results demonstrated that the sensitivity
of the detection ranges over 93.50% and 100.00%. In particular,
the addition of more CV signals improved the positive predictivity
of the proposed method to 99.27 % for the total arrhythmic types.
The method was also used for false arrhythmia suppression issued
by ICU monitors, with an overall false suppression rate reduced
from 42.3% to 9.9%. In addition, false critical ECG arrhythmia
alarm rates were found to be, on average, 42.3%, with individual
rates varying between 16.7% and 86.5%. The results illustrate
that the method can contribute to, and enhance the performance
of clinical life-threatening arrhythmia detection.

Index Terms—Arrhythmia verification, cardiovascular (CV) sig-
nals, extended Kalman filter (EKF), false alarm (FA) suppression,
joint dynamical model, signal fidelity.

I. INTRODUCTION

URRENTLY, electrocardiogram (ECG) analysis is rou-
C tinely used as the first tool for initial screening of car-
diovascular (CV) diseases and noninvasive diagnosis of life-
threatening arrhythmias in clinical practice. Analysis of the
ECG, as a noninvasive and low-cost method, provides valu-
able clinical information and, therefore, remains the benchmark
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method for cardiac arrhythmia detection [1]. However, commer-
cial monitoring systems, and especially the ICU monitors, often
include the capability to monitor other CV signals, heart rate,
and several statistics of pressure signals [2]. Such information
can come from signals that are related to cardiac function but
are either different in nature or measured in a location remote to
the heart and are, therefore, unlikely to exhibit the same types
of noise and artifacts as the ECG. Signals with pulsatile wave-
forms offer the additional benefit of having features indicative
of the cardiac cycle, which can be later compared to timing and
morphology of the ECG features.

The pivotal role of neural mechanisms in CV pathophysiol-
ogy has been postulated in the past few decades. It is known
that CV signals contain parameters of clinical significance and
hold beat-to-beat variability that reflects the interaction between
the disturbances on CV variables and the regulating systems
response [3]. The observation that CV variables exhibit, beat-
to-beat, small nonrandom changes around their mean values
with a frequency well below the heart rate has been inter-
preted as evidence of the CV regulation [4]. Regulation of
CV variables is now assumed to be the result of the action
of multiple feedback systems (e.g., chemoreceptive and barore-
ceptive) and self-sustained autonomous oscillators situated not
only at brain stem level (e.g., respiratory and vasomotor cen-
ters) but also at spinal and at peripheral level (e.g., vasomotor
districts) [5], [6]. Studies have shown that different physiolog-
ical conditions and pathological disorders result in the fluctu-
ations of the CV signals [7]. It is currently accepted that the
joint study of ECG, and specifically the heart rate variability,
and arterial blood pressure (ABP) allows accessing the baro-
receptor reflex sensitivity as a measure of the integrity of the
autonomic nervous system [8]. For this reason, the interpreta-
tion of CV regulation mechanisms should be assessed within
the framework of the dynamics of the sympatho-vagal interac-
tions that govern the instantaneous performance of the CV sys-
tem [9], [10]. Thus, the regulatory mechanisms that underlie CV
beat-to-beat variability should be approached in a joint dynamic
manner.

The modern ICU employs an impressive array of technolo-
gies that results in the generation of a rich set of clinical data
used to guide patient care. The enormous amount of ICU data
and its poor organization make its integration and interpretation
time consuming and inefficient. The resultant data overload may
actually hinder the diagnostic process, and may even lead to ne-
glect of relevant data, resulting in errors and complications in
ICU care. In the long term, automated clinical decision support
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systems are needed to explain the rich and complex volume of
data from clinical observations and bedside monitors.

Despite the success of statistic and dynamic modeling ap-
proaches toward ECG analysis, they have not been widely ap-
plied to solve estimation and tracking problems involving other
CV signals which is due, in part, to the unavailability of statis-
tical or dynamical models for these signals. In a pioneer work,
McNames and Aboy proposed a statistical model of CV sig-
nals that was based on an autoregressive formulation for the
state variables [11]. The model incorporated some parameters
of clinical interest relevant to ABP, pulse oximetry, and intracra-
nial pressure that were related to the state variables using a sum
of sinusoidal functions. This model suffered from the lack of
morphology information as well as the joint synchronous dy-
namic relations of the CV signals.

In this paper, we develop a joint dynamical state-space model
that is designed for being used in Bayesian estimation proce-
dures such as the Kalman filter (KF) to provide synchronized
estimations of CV signals, including the ECG, ABP, photo-
plethysmograph (PPG), central venous pressure (CVP), and pul-
monary artery pressure (PAP). The proposed novel framework
incorporates a set of multiple CV signals in a unique model,
for simultaneous estimation and tracking purposes. We illus-
trate its ability to solve relevant problems in life-threatening
arrhythmia verification in ICU patients, including the detection
and status determination of cardiac anomalies. The verification
procedure is then employed for false alarm suppression. As an
advantage, the Bayesian estimator is adapted to the temporal
characteristics of the observed signals. Hence, unlike popular
detection algorithms [12]-[15] and suppression systems [16],
[17], the proposed technique is not based upon thresholding,
which improves the detection accuracy of the method.

This paper is organized as follows. In Section II, the joint
dynamical state-space model is presented. Section III provides
relevant background on the theory of the Kalman estimation. In
Section IV, our proposed algorithm for life-threatening arrhyth-
mia verification is explained in detail. Section V is devoted to
simulation results. Finally, discussion and conclusion are pro-
vided in Section VI.

II. JOINT DYNAMICAL STATE-SPACE MODEL

Following [18], [19], and using an explicit phase variable
as an indicator of the angular locations of the P, Q, R, S, and
T waves [20], [21], the dynamics of the cardiac signal and its
relation to the discrete measurements can be modeled in the
form of a state space. The process and observation equations of
this formulation are given by

Process equation:

Yr+1 = (g + wrpd)mod(27) n
Sk4+1 = Sk — w0 GMM(O@;, b,-, 07;, k) + Nk
Observation equation:
{ O = @1 +u1, )
2k = Sk + Uy,

where the cardiac phase ¢ € [—m, 7] and the ECG signal s
are the state variables, § is the sampling period, w = 27f, f
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is the beat-to-beat heart rate, and 7 is the baseline perturbation
term. In (2), the phase observation ¢ is a synthetic signal formed
by linear assignment of a phase between —7 and 7 [21]. The
second observation z represents the noisy ECG measurement,
and u; and uy are the observation noises. The Gaussian mixture
model (GMM) representation for the ECG is defined as:

GMM(CY“ bi, A@i, ki) =

a; AG}
Z b2k Ab; exp (— Qb; )

ie{P.Q.R,S,T} 'k
3)

where A0;, = (¢ — 0;,) mod (27). The first equation in (1)
generates a circular trajectory rotating with the frequency of
the heart rate. The ECG signal is modeled by a summation
of Gaussian functions with amplitudes «;, widths b;, and lo-
cated at rotational angles ;. In the process equation (1), w, 7,
and the Gaussian kernel parameters «;, b;, 6; are assumed as
independent identically distributed Gaussian random variables
considered as process noises.

In order to develop a joint formulation, we must first ex-
press the relationship between the variables of interest and the
observed signals in the form of

{ka = f(zy,wg, k) 4)

Y, = 9(zp, vy, k)

and afterward, it is necessary to find efficient relations—that
have physiological correspondences—between the parameters
of the model. In (4), x; is a vector that represents the states
of the system, w; is the process noise vector with a covari-
ance matrix @), Y, is a vector of the observed signals, and v, is
the observation or measurement noise vector with a covariance
matrix R. The state evolution function f and the observation
relation g collectively comprise the statistical state-space model
of the process. The most critical decision in adopting the KF
framework is to design these two models in a manner that in-
corporates known physiologic mechanisms and uses a compact
state vector that contains the variables of interest.

To develop a joint dynamical model for a set of N CV signals
with morphological considerations, it is possible to use a com-
bination of the model proposed by McSharry ef al. [18]. In fact,
we can use the same set of evolution functions with different
parameters for each individual signal, to which [similar to (1)],
two state variables are assigned, which results in a diagonal
model given by

Process equation:

Phir = Folpp,wis k)

Sie1 = F1(sp, op wis 0, 01,00, g, k)

90%+1 :F()((szwl%vk)

str1 = Fi(st, ¢f, wii, of 07, 07 i, k) (5)

oy = Fole ,wi k)

N _ (N N N N N gN , N
Sk+1 = Fi(sp,op w0, b, 07 my L k)




2750

Observation equation:

O =i T ul,

zh = sp +uy,

: (6)
o = +ul

N _ N N
Z, =Sy, —|—u2k

where F and F) are the state evolution functions introduced
in (1), and N is the total number of joint CV signals. In this
terminology, the superscripts point to a specific CV signal (1 for
ECG, 2 for ABP, 3 for PPG, and so forth).

In order to establish correlation between the 2NV state vari-
ables in (5), it is necessary to force a relationship between the
parameters of the model. This relationship can be found either
with respect to the spatial/temporal locations of specific points
in the signals, or even by considering the intrinsic consequential
interdependences of the signals. In a hospital setting, patients
are usually stationary and often sedated, which cause the heart
rate to be a quasi-periodic signal with slowly varying funda-
mental frequencies, amplitudes, and morphologies. Since this
periodicity is represented in the angular frequency of the signal,
we propose a phase relationship between the corresponding state
variables of the CV signals. Note that the observation signals ¢;,
(3 =1,2,..., N) are synthetic saw-tooth shape signals that are
found by detecting the R-peaks of the noisy CV measurements
and linearly assigning a phase between —7 and 7 to the samples
between two successive R-peaks [21]. This signal is, in fact, a
means of modeling the pseudoperiodic behavior of the cardiac
dipole as it evolves during the depolarization and repolarization
stages of the cardiac cycle.

Relating the phase signals has a physiological congruity with
the nature of CV signals. In fact, the effect of the electrical
impulse of the heart muscle is first seen on the ECG signal,
and after specific delays, it is observed on other CV signals.
Accordingly, we assume that the second to Nth phase signals,
ie., (MC (7 = 2,..., N), are shifted variants of the first phase
signal (¢*C%). Visual inspection of the characteristic waveforms
in synchronous pairs of recorded CV signals reveals that the
phase delays are equal to the angular distance between the R
peaks of the signals. Hence, the phase state variables in (5) can
be related to the first state variable as

pL=pL— A0,  j=2..,N, (7)
where Aﬁék = 05‘% — Q}h. Since Rgcq is assumed to be at
0k, = 053¢ =0 (see [20] and [21] for detailed explanations
about the phase signal), (7) reduces to

Gh=tr =0k,  J=2..,N ®)

Based on the previous proposal, the timing and rates of the
signal components are controlled by one phase variable and the
second to Nth phase variables become redundant. Similarly,
it is possible to use only the first observation phase signal ¢/,
since we need to track and estimate the CV measurements and
not their phase values. On the other hand, the heart rate has
an approximately equal effect on CV tachograms. Hence, it is
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possible to assume equal angular frequencies for the CV signals.
Therefore, the wj, terms are replaced by a single variable wy,.
Accordingly, the simplified correlated nonlinear joint dynamics
with reduced number of state variables is given by

Spllc-&-l :FO((pllgawk7k)
Sllc+1 :Fl(sllw(pllwal bl 01777117“]%:3]‘:)

i Vi Vi

?aeganszlﬁk)

2 2 2 92
Sk+1 = Fy(si, 9%, o, b;

)

N _ (N N N N gN N
Spp1 = F1(sy s op 0, b0, 0 my w, k).

Similarly, the reduced linear observation relations are shown
in matrix form as follows:

(L7 1 0 0 - 07wkl [ul ]
z,i o1 0 --- 0 s}g “%A-
2 .

_zfgv_ _O 0 0 O 1_ _s;y_ _ué\i i

Based on the equation sets (9) and (10), the vector components
of the state-space formulation are defined as follows:

o =[op sp - sl

y, =[98 2 7 o
wy, = [a,}“b,}kﬁ}“nk{,...,aﬁ,bﬁ,&ﬁmﬁ:wk]’

v = [u], ul, uj, |-

The joint dynamical model (9) includes a phase signal that
controls the timings and produces the pseudoperiodicity of the
heart cycle. Moreover, N different coupled GMM representa-
tions are provided for morphology assignment to the events of
the CV signals. In fact, quasi-periodicity of the CV signals is
reflected by the movement of the trajectories around the attract-
ing limit cycle in phase plane, while the interbeat morphological
variation is reproduced using its motion in terms of GMM pa-
rameters. These two basic components (¢ and s) are the essen-
tial variables of a dynamical state-space formulation that aims
at integrating the temporal characteristics of each CV signal.

IITI. BAYESIAN STATE ESTIMATION USING AN EXTENDED KF

The joint dynamical model (9) is a nonlinear function of the
state and process noise vectors. Therefore, nonlinear extensions
of the KF are required for estimating the state vector z, using the
process functions f, (9), and the observation functions g, (10).
Our proposed framework is built upon an extended KF (EKF)
structure for its simplicity and improved numerical stability over
other Bayesian filters. However, other generalizations of the KF
recursions to nonlinear state-space models have been developed
such as the unscented KF [22] and particle filters [23], which
could be also applied to this model. The EKF is based on a local
linear approximation of the state-space model about an estimate
of the state. The time and measurement propagation recursions
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of EKF are summarized as follows [24]:

{i‘k = f(i]j,pwa k)|g:uik
H, = A, H A, |+ Bi,1Qr-1Bj._4,
=2, + Ky

(12)
K. = H}:M]/C[MkH]:M]; + NkRkng]71

Ty :yk _9(11172’ k) ’Q:Qk

H}f = H}: - Kk,MkH];

where &, = E{x. |yi—1,...,y1 } is the a prior estimate of the
state vector z;, at the kth stage using the observations y; to
yp-1,and & = E{x |yg, ...,y } is the a posteriori estimate
of this state vector after using the kth observation y;,. H, and
H k* are defined in the same manner to be the estimations of
the covariance matrices, in the kth stage, before and after using
the kth observation, respectively [25]. The linear approximate
coefficients in (12) are defined as follows:

Ak _ 8f(£éwkuk) Bk _ af(gkvwa k)‘
L T=1, 8M =,
R . (13)
Mk _ 8g(£7 kak) Nk _ 6g(£kvvvk/’)
oz =3, ov 5,

in which A, and Bj are the linearization coefficients with re-
spect to the process equation (9), and M}, and N}, are the lin-
earization coefficients with respect to the observation equation
(10) [26]. Since the observation relationship is linear, M} and
Np are (N + 1) x (N 4+ 1)and (N + 1) x (4N + 1) iden-
tity matrices, respectively. However, in order to set up an EKF
model based on the nonlinear model (9), it is necessary to have
a linearized version of the state-space representation. Using (9)
and (13), the following equations represent the linearized model
with respect to the process components (i.e., the elements of
Bk)i

Of _0hy _ORK _OhK _ o\ 5y |y
ool ob o6l on

OF _ on

Oow 377;

OB _ _sanm(ad, b, A0 k)

ow ' ’

. o\ 2
oF, AG! 1 [ Ab]
— = —0wp——exp | —= -
o] (b])? 2\ b

K3

. . N 2 N\ 2
OF _ o @0 [ LAY 1 (ng]
ol ey 2\w ) ) 2

P N\ 2 N\ 2
OF, of (,_[(aY 1 [ A
— =0w - — - ex —— - .
o6 ly b AN

(14)
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Similarly, the linearization of (9) with respect to the state
variables yields

0Os;, 99, Os;,

OF AN
1= 0w, GMM [af |1 =% |,0/,A0,k
dpl bl

15)
The EKF recursive algorithm requires an initial estimate of
the state vector £, and the initial state covariance matrix H .
In order to automate the parameter selection procedure for any
given pairs of CV signals, the parameters should be estimated
from the signals themselves. For this, the noisy observations
may be transformed to a 3-D representation by plotting the
noisy signal versus the periodic phases that are assigned to
each sample in polar coordinates on the unit circle. In order
to estimate the dynamical model parameters for the given
observations, the mean and variance of the phase-wrapped
signals are calculated for all phases between —m and +7. This
gives the average of the phase-wrapped CV waveforms. To find
the optimal parameters of (9) that can best fit the mean CV
signals, a nonlinear least-squares approach is used to find the
best MMSE estimate. To calculate the covariance values of Q)
and Rj,, magnitude of the deviation of the parameters of the
Gaussian functions around the estimated mean that best model
the acceptable deviations of the signal around the mean signal
is computed. The noise sources are assumed to be uncorrelated
with each other to have simplified diagonal matrices. This
parameter estimation procedure was previously detailed in [21]
for a single ECG signal. The same methodology can be
extended to other CV signals, where the optimization is based
on the prior knowledge of the locations of the corresponding
Gaussian kernels (8), which yields a constrained optimization.

IV. LIFE-THREATENING ARRHYTHMIA VERIFICATION

In this section, we demonstrate the utility of our proposed
novel dynamical model for the verification of life-threatening
arrhythmias in ICU patients, based on the standards of the
Association for the Advancement of Medical Instrumentation
(AAMI) [27]. The verification procedure is performed in two
steps: anomaly detection and abnormality status determination.
In the proposed framework, the morphological changes induced
by the abnormalities can lead to large errors in the Gaussians
functions’ parameters, yielding unsatisfactory EKF estimates.
Hence, by monitoring the state estimates’ covariance matri-
ces and the variations of the innovation signals, it is possible
to detect such unexpected abnormalities. Accordingly, we de-
fine some signal fidelities by tracking the covariance matrix of
ri [see (12)] throughout the filtering procedure to detect mor-
phological changes. Therefore, the EKF estimator is used as
a signal quality index (SQI) for intelligent detection of abnor-
mal beats. However, similar to the previously introduced SQIs
in the literature [16], [28]-[30], the proposed N-dimensional
signal fidelity does not distinguish between anomalies aris-
ing from physiologic disturbances such as an arrhythmia and
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nonphysiologic phenomena such as noise. Hence, we benefit
from the previously introduced polargram representation [31]
for discrimination between artifacts and real rhythm changes,
and hence, for abnormality status determination. Accordingly,
for life-threatening arrhythmia verification, we adopt a two-
stage procedure including the anomaly detection using the sig-
nal fidelity and abnormality determination using the polargram.

A. Anomaly Detection

Various approaches toward determining the fidelity of the
Bayesian filter estimations to the underlying dynamics of the
corresponding state-space representation have been studied in
the literature. A simple approach is to monitor the variance of
the state estimations provided by the KF [32]. In practice, due
to the Gaussian assumption on the noise sources and the initial
state vector values, the state estimate entries of Z; should lie
within the envelope of the square roots of their corresponding
diagonal entries in H ,:r for the majority of the time. There-
fore, the variance of the state estimations provides a means of
anomaly detection. Another approach to provide a means of
monitoring the fidelity of the filter is to update the values of @,
and Ry, by monitoring the covariance matrix of the innovation
signal throughout the filtering procedure and to compare it to
the innovation covariance matrices estimated by the KF [33].
Specifically, with a diagonal (or diagonalized) noise covariance
matrix of Ry, the signal fidelity for the jth CV signal observation
in an averaging window of length L can be formed as follows:

i; G
B{(r] )}’

{=k—L+1

b«\»—‘

j=1,2,....N, (16)

?“M

where rj is the jth entry of the zero-mean innovation vector
defined in (12), corresponding to the ¢th sample of the jth CV
signal measurement, with the KF estimated variance of

E{(r))?} = (my " Y Hymy ™ 0y, 0 G =1,2,0 N,
. (17
where mfl is the (J + 1)th row of the linearization matrix M

defined in (13), and a(“ e = E{(uj;+1)?} is the (j + 1)th
diagonal entry of Ry. In fact, 7/ is an average of the variances
of the L recent innovations, normalized by their KF estimated
variances of the jth CV signal that accounts for the joint
information of coupled CV measurements. It is worth noting
that as long as the morphology of the CV signal measurements
remains normal, 7y, ~ 1. Values much greater than unity indi-
cate that the innovation signal variance is being underestimated
by the KF that confirms the presence of anomaly. Hence, the
morphological changes may be simply identified and localized
by monitoring the ~I signals and using an adaptive threshold
thr’. The value of thr’ is defined to be at least 3; times the
mean value of 7/ and to preserve (3, percent of the 7/ energy.
In other words, with L, be the length of the signal fidelity, the
thresholds should satisfy the following conditions:

thr/ > 3,5/

2 (18)

L
iy < the ‘yk =3
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TABLE I
ALARM DEFINITIONS AND THRESHOLDS ACCORDING TO THE AAMI-EC-13
CARDIAC MONITOR STANDARDS [27]

Alarm type Detection criteria nglz;j;ﬁy
Asystole (AS) No QRS for 4 sec <10 sec
Extreme bradycardia (BR) HR <40 <10 sec
Extreme tachycardia (TA) HR > 140 <10 sec
Ventricular tachycardia (VT) min 5 VT with HR > 100 N/A
Ventricular fibrillation (VF) Fibrillatory waveform for <10 sec

min 4 sec

B. Abnormality Status Determination

Sayadi et al. proposed a polar representation, namely the po-
largram, which was used for premature ventricular contraction
(PVC) detection [31]. The polargram shows the beat-to-beat
variations during different cycles. In addition, by analyzing a
specific portion of the polar plane, it is possible to investigate the
interbeat morphological variations. Since our proposed frame-
work is built upon a Bayesian filter, it is possible to form the
polargram for all of the NV CV signals by polar plotting the
samples of the EKF estimations, as the amplitude, versus their
corresponding phase values.

In order to investigate the status of abnormalities, we have
focused on the determination of life-threatening arrhythmias,
which produce a “red” critical alarm in commercial ICU mon-
itoring systems. According to the current ANSI/AAMI EC13
Cardiac Monitor Standards [27], there are five categories of
critical life-threatening arrhythmias, as illustrated in Table I.

At the onset of each anomaly (if detected by the signal fi-
delity), 25-s waveform segments were extracted, including 15s
prior to the anomaly onset and 10 s after the anomaly, from each
of the V CV signals. Afterward, polargrams of the CV signals
were formed and the anomaly was processed as follows.

1) Asystole Processing: To decide on the occurrence of an
asystole (AS), the normal segment within the analysis window
was used to compute the envelope of the polargram (i.e., 5/ +
30, ). In the case of AS, the polargram of the abnormal segment
is expected to show no peaks in the phase plane. Hence, if the
polar representation of the abnormal segment appeared below
the envelope (in the region defined by [0 5/ —30,;]), and if the
largest pulse-to-pulse interval within the analysis window was
greater than 4 s, the anomaly was accepted as AS.

2) Extreme Bradycardia Processing: To verify the occur-
rence of an extreme bradycardia (BR), the longest pulse-to-pulse
time intervals extracted from the N CV signals in the analysis
window were used to estimate the mean heart rate. If the mean
time required to complete consecutive high-quality (determined
via the signal fidelity) cycles of the polargrams was above an
adjustable threshold (here 1.5s), which corresponds to mean
HR below 40 BPM, the anomaly is accepted as BR.

3) Extreme Tachycardia Processing: To determine the oc-
currence of an extreme tachycardia (TA), the shortest pulse-to-
pulse time intervals extracted from the N CV signals in the
analysis window were used to estimate the mean heart rate. If
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Fig. 1. General block diagram of the proposed algorithm for life-threatening arrhythmia verification.

the mean time required to complete consecutive high-quality
cycles of the polargrams was below an adjustable threshold
(here 0.42 s), which corresponds to mean HR above 140 BPM,
the anomaly is accepted as TA.

4) Ventricular Tachycardia Processing: The anomaly was
decided as ventricular tachycardia (VT) if the following condi-
tions held: 1) the mean time required to complete consecutive
high-quality cycles of the polargrams was below an adjustable
threshold (here 0.6s); 2) the QRS widening was observed in
the phase plane representation in all CV polargrams; and 3)
the signal fidelities denote abnormal behavior for at least 3s
(corresponding to minimum 5 VT with HR > 100).

5) Ventricular Fibrillation Processing: The anomaly was
decided as ventricular fibrillation (VF) if both conditions are
satisfied: 1) the mean time required to complete consecutive cy-
cles of the polargrams was below an adjustable threshold (here
0.6 5); 2) the abnormal behavior (as judged by the signal fidelity)
lies outside the polar envelope for at least 3 s.

The overall life-threatening arrhythmia verification algorithm
is shown in Fig. 1, in which the phase calculation block is simply
an R-peak location detector, followed by linear assigning of a
phase value between — and 7 to the intermediate samples [21].
The decision-making block uses the polargrams and the signal
fidelities to detect arrhythmia occurrence. In fact, we use (18) to
compute the values of the thresholds using the fidelity signals.
Afterward, the thresholding is performed to locate 7/ peaks.
Finally, the polargrams together with the signal fidelities are
processed based on the proposal in Section IV-B to verify the
status of abnormal behaviors.

V. SIMULATION RESULTS

In this section, the detection properties of our proposed joint
dynamical model are demonstrated and the EKF estimator is
used for robust verification of critical arrhythmias. We pro-
vide examples that illustrate the ability to solve relevant prob-

lems in cardiac abnormality verification including the detec-
tion, status determination, and false alarm suppression. The
proposed algorithm was implemented in MATLAB and the Phy-
sioNet’s MIMIC I database [34], [35] and MIMIC II waveform
database [36], [37] were used for performance evaluation. Qual-
itative and quantitative results are presented next.

Fig. 2 shows a typical set of ICU records and their EKF es-
timates including the ECG, ABP, PPG, CVP, PAP, and ART.
Also, two typical polargrams (the ECG polargram and the PPG
polargram) are also depicted. Visual inspection reveals that the
signal fidelities can easily locate the anomalies. Also, the in-
terbeat morphological changes are replicated in the polargrams,
which facilitate the arrhythmia detection procedure.

Receiver operating characteristics had been performed to se-
lect possibly optimal values of thresholding variables /3; [multi-
plier of the mean value in (18)] and (5 [multiplier of the energy
value in (18)]. The search was restricted to parameter values
that resulted in the highest abnormality true positive (TP) de-
tection rate [namely, sensitivity (Sn)] and lowest false positive
(FP) detection rate [namely, one minus specificity (Sp)]. Fig. 3
illustrates the 2-D (two-parameter) optimization approach using
50 patient records of variable length containing simultaneously
recorded CV signals from the MIMIC I database. It can be seen
that as the parameter 3; was increased from 0 to 5, the FP detec-
tion rate increased steadily to 0. Moreover, for 0.9 < G5 < 0.98,
the TP detection rate continues to rise, with a rapidly decreas-
ing FP detection rate. In this case, the best values that gave the
maximum TP and the minimum FP detection rates were chosen
as 31 = 2.8 and 2 = 0.92, respectively.

For data analysis, a subset of records was selected from the
first 498 records in the MIMIC II database that excludes pa-
tients who had active intra-aortic balloon pumps and fulfilled
the following two criteria: 1) a critical ECG arrhythmia alarm
(“red alarm”) was issued during the ICU stay; and 2) at least one
channel of ECG, an ABP waveform, a PPG signal, and a CVP or
PAP waveform were present at the time of the arrhythmia alarm.
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TABLE 11
LIFE-THREATENING ARRHYTHMIA DETECTION RESULTS USING THE PROPOSED
BAYESIAN ALGORITHM

| Dataset
i..m“m AL u!HHiliWil“ihuIIHHHHHIHHHMHHHH Type N Type A Type B Type C
8 Sn(%) +P(%) Sn(%) +P(%) Sn(%) +P(%)
3 !
B - AS 50 100.00  100.00 100.00 100.00 100.00  100.00
Coo # . . ] BR 300 10000 9709 10000 9934  100.00 100.00
- i TA 500 100.00  97.85 100.00  99.21 100.00  99.40
| | VI 600 9350 97.73  97.83 9850  99.17  98.67
AN VF 50 9600 100.00 98.00 100.00  98.00  100.00
Total 1500 97.27 97.79 99.07 99.00 99.60 99.27
.:!l‘v‘ﬁ‘v‘v"v"‘v"'v VWYYV WY v‘v‘:v‘- 000 NAMAAAAAAAAAAARAARARAAAR
0 10 20 30 40 50 60 . .. e .
Time (sec) a certain type, positive predictivity (+F) was used. Moreover,
(@) to investigate the effect of joint interdependent information pro-

Fig.2. Bayesian estimation and abnormality detection using the proposed joint

dynamical framework. (a) Typical ICU data and their EKF estimates; from top

to bottom: ECG, ABP, PPG, CVP, PAP, and ART. Signal fidelity corresponding

to each signal is shown under the same signal by a dotted time series. (b) ECG
polargram. (c) PPG polargram.
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Fig. 3. TP (dotted) and FP (dashed) detection rates for Bayesian arrhythmia
detection as a function of the two variables (31 and 3.

The final test set comprised 1500 life-threatening arrhythmias.
The distribution of the critical ECG abnormalities and the de-
tection results are detailed in Table II, in which the number of
registers per rhythm type is shown by N,j,. To express how
successfully the Bayesian classifier recognizes abnormal beats
of a certain class without missing them, sensitivity measure was
used. Likewise, to measure how exclusively it classifies beats of

vided by the CV signals, the test dataset included different sets
of synchronous records; records including ECG and ABP (type
A), records of ECG, ABP, and PPG (type B), and records in-
cluding ECG, ABP, PPG and at least one other CV signal such
as PAP or CVP (type C). As can be observed from the table, the
TP detection rate (Sn) ranges over 93.50% and 100.00%, while
the FP detection rate ranges over 97.09% and 100%, which are
well within the acceptable range [38]. The last four columns of
the table show the capability of the interdependent information
provided by the extra CV signals to improve the arrhythmia
verification results. In particular, adding the PPG signal to the
ECG-ABP pair (type B) has caused a significant improvement
in the sensitivity of the VT detection. However, the addition
of other CV signals such as PAP or CVP has improved the
positive predictivity of the proposed method. In a global quan-
tification, the proposed method has the maximum sensitivity
equal to 99.60% and the maximum positive predictivity equal
to 99.27% for the total arrhythmic types.

To appreciate the merits of the proposed method over conven-
tional life-threatening arrhythmia detection algorithms, we have
compared our results to those of some benchmark techniques in
the literature. Recently, Aramendi et al. [39] reviewed the pre-
viously introduced ECG morphological parameters [12], [13]
and spectral variables [14], [15] for life-threatening arrhyth-
mia detection. A comparative study of the results is reported in
Table III, which shows that our proposed method provides a
higher sensitivity, while preserving the specificity in the accept-
able range. Moreover, taking the number of analyzed abnormal-
ities into consideration, it can be definitely said that the results
of our algorithm are comparable to and usually superior to the
other methods, which show the ability of the proposed frame-
work to distinguish the critical arrhythmias more accurately.

Another interesting feature of the proposed verification
method is its ability to determine the status of the alarms is-
sued by the bedside monitors in ICUs. This way, the method
would be capable of suppressing falsely issued alarms, which
disrupt patients’ rest, drain hospital resources, and desensitize
the hospital staff to potential emergency situations [40]. It has
been estimated that 43% of life-threatening ECG alarms issued
by bedside monitors are false, with some categories of alarm
being as high as 90% [17]. These false arrhythmia alarms (FA)



SAYADI AND SHAMSOLLAHI: LIFE-THREATENING ARRHYTHMIA VERIFICATION IN ICU PATIENTS

TABLE III
PERFORMANCE COMPARISON OF BENCHMARK METHODS FOR
LIFE-THREATENING ARRHYTHMIA DETECTION [39] TO THE RESULTS
OF THE PROPOSED BAYESIAN TECHNIQUE

Type
Methods Parameters
AS BR VT VF
Threshold Nabn 10 22 81 200
crossing interval Sn N/A N/A 4320 88.50
[12] Sp 100.00  90.90  N/A N/A
Complexity Naon 10 22 81 200
Measure Sn N/A N/A 29.60 92.50
[13] Sp 100.00  95.50 N/A N/A
Spectral energy Nabn 10 22 81 200
distribution Sn N/A N/A 100.00  89.00
[14] Sp 90.00 9550  N/A N/A
VF-filter Nabn 10 22 81 200
leakage Sn N/A N/A 96.30 91.00
[15] Sp 70.00  100.00  N/A N/A
Proposed Nabn 50 300 600 50
Bayesian Sn 100.00  100.00  96.83 97.33
method Sp 100.00  98.81 98.30  100.00

are often due to single channel ECG noise and artifacts, and
therefore, it is likely that the FA rates may be reduced if infor-
mation from other CV signals is used to form a more robust
hypothesis of the alarm’s etiology. Aboukhalil et al. created an
algorithmic framework that consulted the ABP waveform to cor-
roborate critical ECG arrhythmia alarms [17]. This framework
was then extended to incorporate the information provided by
the PPG signal [16]. However except for AS, the PPG-based
false alarm suppression system did not perform as well as the
ABP-based suppression technique.

The proposed Bayesian verifier can effectively consult the
interdependent information of the CV signals for robust deter-
mination of alarms’ status. Hence, after the onset of any ECG
critical alarm, the same verification procedure as shown in Fig. 1
is performed to FA suppression.

Unlike other previous investigations into reducing false
alarms in ICU data, which are relatively few and were performed
on small datasets, the recent studies in [16] and [17] have used
a subset of the MIMIC II database for performance evalua-
tion. The subset was chosen among 498 records whose alarms
were annotated as either “True” or “False” by expert human re-
view [17]. Similarly, we have used the same database (MIMIC
II) to study the suppression method; however, due to the mul-
tisignal nature of our proposed framework, we have excluded
ECG signals which were not accompanied by ABP, PPG, and
CVP/PAP waveforms. Hence, the distribution of alarms may
be different compared to [17] (which is based on ECG-ABP
pairs) and [16] (which is based on ECG-ABP-PPG waveforms).
Table IV details the results of the proposed Bayesian algorithm
and a comparison to the best previously published results [17].
It can be observed that the FA suppression rates for the proposed
method ranges between 62.3% and 98.0%, while preserving the
true alarms (TA) unchanged, except for the VT. The last two
columns of Table IV provide the FA rates before and after sup-
pression. It can be seen that the asystole FA rates were reduced
from 86.5% to 1.7%. The FA rates of BR and TA rates were
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reduced from 25.0% and 16.7% to 6.4% and 4.7%, respectively.
The false VT alarm suppression rates were reduced from 44.4%
to 14.8%, at the cost of suppressing 3.8% of the true VT. The
false VF alarm suppression rate was the lowest of all alarm
categories tested, with a reduction in the FA rate from 66.7%
to 25.1. No true alarms were suppressed for any other critical
alarm group in this study, except the VT. The overall FA rate
was reduced from 42.3% to 9.9%. Compared to [17], it can be
said that the proposed Bayesian verification procedure is more
efficient, since it used an adaptive fidelity and was based on
the interdependences of /N CV signals. It should be noted that
despite the difference in the number of alarms (between our
subset and the one used in [17]), the ratios of each arrhythmia
type to the total number of arrhythmias are comparable for both
methods. In particular, the relative distributions of all true and
false alarms for our dataset are 57.7% and 42.3%, respectively,
wherein [17], these ratios are 57.3% and 42.7%, respectively,
which shows that relative comparison of the results could be fair.

As an advantage, the proposed EKF structure provides a
means of measuring the fidelity of the filter estimates, which
is a sort of intrinsic signal quality measure in the Bayesian ar-
chitecture. In contrast, the use of the ABP waveform [17] or
even the PPG record [16] required the corresponding signal
quality measures, which in turn was depended on the incorpora-
tion of information extracted from the waveform into the ECG
false alarm suppression framework and required assessment of
the beat onset to avoid drawing misleading information from
an artifactual waveform. Despite these advantages, the method
suffers from two sources of detection errors. Detection fail-
ures may occur as the result of the thresholding or the missed
R-peaks. The former is an unavoidable source of error in all
threshold-based schemes that results in errors in verifying the
fidelity onset, while the latter is as the result of morphology vari-
ations. In fact, when an R-peak is misdetected, the phase error
of the model can lead to large errors in the Gaussian functions’
locations. For such occasional errors, even temporal adaptation
of the filter parameters is not helpful, as the filter does not have
sufficient time to adapt itself. Hence, an unexpected fidelity rise,
as well as a FP detection will occur. Fig. 4(a) shows an example
of FN detections, where the presence of a dominant ectopic has
influenced the threshold value, which results in missing the VT
beats. Fig. 4(b) demonstrates the effect of missed R-peaks (in
both ECG and ABP), which gives rise in the fidelity values and,
consequently, results in FP detections.

VI. DISCUSSION AND CONCLUSION

A novel nonlinear joint dynamical set of state-space equations
was proposed for modeling the interdependences of coupled CV
signals that could be used with the generalizations of the KF for
nonlinear state-space models, such as the EKF. The model is
based on GMM representation of motion that incorporates the
couplings of the frequency and phase information into a joint
dynamical model, and linear observation relations.

Since the developed model consists of a set of state-space
process equations and a set of observation relations, a Bayesian
framework was proposed for the estimation and tracking of
real CV signals based on this joint state-space model. From a
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TABLE IV
FALSE AND TRUE ALARM SUPPRESSION RESULTS OF THE PROPOSED BAYESIAN ALGORITHM WITH RESULTANT AVERAGE FALSE ALARM (FA) AND TRUE ALARM
(TA) RATES. THE BEST PREVIOUSLY REPORTED RESULTS ( [17]) ARE SHOWN IN PARENTHESIS

Distribution of Alarms Relative Distribution of Alarms (%) Suppression rates (%) FA rates (%)
Type

P True False Total True False Total TA FA Before After
AS 50 (54) 320 (525) 370 (579) 3.3(1.7 29.1(22.8) 142(10.7) | 0.0(0.0) 98.0(93.5) | 86.5(90.7) 1.7(5.5)
BR 300 (507) 100 (210) 400 (717) 20.0 (16.4) 9.1(9.1) 15.4(13.3) | 0.0(0.0) 744 (81.0) | 25.0(29.3) 6.4(5.5)
TA 500 (1444) 100 (433) 600 (1877) 33.3(46.8) 9.1(18.8) 23.1(34.8) | 0.0(0.0) 72.1(63.7) | 16.7(23.1) 47(84)
VT 600 (1015) 480 (885) 1080 (1900) | 40.0 (32.9) 43.6(384) 41.5(353) | 3.8(94) 66.7(33.0) | 44.4 (46.6) 14.8 (30.8)
VF 50 (64) 100 (249) 150 (313) 3320 9.1(10.4) 5.8(5.6) 0.0(0.0) 62.3(58.2) [ 66.7(79.6) 25.1(33.1)
All 1500 (3084) 1100 (2302) 2600 (5386) | 57.7(57.3) 423 (42.7) - 1524) 76.6(59.7) | 42.3(42.7) 9.9(17.2)

Amp.

1 1 L L L 1 1 1 1 L
302 303 304 305 306 307 308 309 310 311 312 313
Time (sec)

(@
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17 18 19 20 21 22 23 24

Time (sec)
(©)
Fig. 4. Possible cases of algorithm failure for typical ICU data. (a) Thresh-

olding error, from top to bottom: ECG, PPG, and ABP; the dotted line shows
the threshold. (b) Misdetection of R-peak, from top to bottom: ECG, 'yECG )
ABP and 4 BP; the circles show the detected R-peaks, while the cross shows
the missed R-peak.

filtering point of view, KFs can be considered as adaptive filters
that continuously move the location of the poles and zeros of
their transfer functions, according to the signal or noise content
of the input observations and the prior model of the signal dy-
namics. The filter structure is based upon a unique dynamical
model, which is adapted to the observations according to the
propagation equations. Moreover, this feature allows the filter
to adapt with different spectral shapes and temporal nonstation-
arities, since the variance of the observation noise represents
the degree of reliability of the observation as well as the degree
of adaptively tracking the input noisy measurement. Based on
this concept, we proposed the use of the innovation sequence to
monitor the fidelity of the filter and to form the polar represen-
tation of the signals for life-threatening arrhythmia verification.

The proposed verification technique is, in fact, a novel general-
ization to the previously published Bayesian method for PVC
detection [30], which provides a novel joint extension to the
dynamical model and modifications in the detection procedure.

Performance evaluation results showed that the developed
method provides reliable and accurate critical abnormality de-
tection, with an average sensitivity of 99.60% and an average
positive predictivity equal to 99.27%, which are well within the
acceptable range, and is superior to the previously reported re-
sults. Moreover, in comparison to other published methods for
life-threatening abnormality detection, our proposed approach
provides a superior performance, while eliminating the need to
employ threshold-based decision rules, feature extraction, train-
ing, and selection of the classifiers’ structure.

Another point of interest is the capability of the algorithm to
suppress the falsely issued alarms by the ICU bedside monitors.
The false alarm suppression algorithm presented in this paper
applies as a multistate extension of the system proposed by
Aboukhalil et al. [17], which consults the interdependence of
the coupled CV signals using a Kalman-based structure. In the
present study, for patients with invasive CV monitoring, false
critical ECG arrhythmia alarm rates in the ICU were found to
be, on average, 42.3% with individual rates varying between
16.7% and 86.5%.

The proposed KF adaptive framework is influenced by the
initial values for the state vector and the covariance matrices
of the process and the measurement noise. The dependence
of the estimated trajectories on these initial estimations is the
major drawback of the proposed method. Hence, an automated
procedure for reliable initialization was proposed. In addition,
the threshold-based detection procedure as well as the R-peak
misdetection may result in verification errors.

The recursive structure of the KF makes the algorithm com-
putationally tractable, and hence, suitable for real-time applica-
tions. For the currently developed MATLAB code on a Corei7
CPU at 2.67 GHz, the computation time is close to real time.
However, optimization of this code or conversion into low-level
languages would result in a significant increase in performance
speed. This would allow the algorithm to run on synchronous
data in real time on most embedded ICU systems.

In summary, the main contributions of this work are as
follows: 1) the introduction of a novel joint dynamical state-
space formulation for modeling an N-dimensional coupled CV
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measurements; 2) the derivation of a linearized model and the
establishment of linear observation relations; 3) the proposal of
a Kalman-based filtering scheme that could provide robust esti-
mations of the input noisy measurements as well as the fidelity
tracking; and 4) the abnormality verification (including the de-
tection and status determination) based on the EKF parameters
and the polar representation of the signals, which was further ap-
plied to ICU FA reduction. Future works include incorporating
non-Gaussian dynamics into the model to have a physiological
correspondence for the asymmetric waveforms. In addition, it
is possible to use the proposed Bayesian framework for reli-
able denoising of CV signals. Moreover, it is possible to use
the joint dynamical paradigm and the concept of Markov mod-
els to incorporate the transitions from normal to arrhythmia for
monomorphic or polymorphic arrhythmia detection.
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