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ABSTRACT

Tor has become one of the most popular overlay networks
for anonymizing TCP traffic. Its popularity is due in part
to its perceived strong anonymity properties and its rela-
tively low latency service. Low latency is achieved through
Tor’s ability to balance the traffic load by optimizing Tor
router selection to probabilistically favor routers with high-
bandwidth capabilities.

We investigate how Tor’s routing optimizations impact its
ability to provide strong anonymity. Through experiments
conducted on PlanetLab, we show the extent to which rout-
ing performance optimizations have left the system vulner-
able to end-to-end traffic analysis attacks from non-global
adversaries with minimal resources. Further, we demon-
strate that entry guards, added to mitigate path disruption
attacks, are themselves vulnerable to attack. Finally, we ex-
plore solutions to improve Tor’s current routing algorithms
and propose alternative routing strategies that prevent some
of the routing attacks used in our experiments.
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Security and protection; C.2.2 [Computer-Communication
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1. INTRODUCTION

We present new methods for compromising the security of
the Tor anonymous overlay network [7]. This work focuses
upon the following two scientific questions: (1) how can we
minimize the requirements necessary for any adversary to
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compromise the anonymity of a flow; and (2) how can we
harden Tor against our attacks?

Central to our attacks is the fact that a lying adversary —
by exaggerating its resource claims — can compromise an
unfair percentage of Tor entry and exit nodes. Further, we
show how an adversary can compromise the anonymity of a
Tor path before any data is transmitted, which enables us
to further reduce the resource requirements on the attacker.
We experimentally evaluate the efficacy of our attacks via
experiments with an isolated Tor deployment on PlanetLab.
We also explore methods for mitigating the severity of our
attacks.

Historical Balance Between Anonymity and Perfor-
mance. Conventional wisdom suggests that it is impossible
for practical privacy-enhancing systems to provide perfect
anonymity. Therefore, the designers of such systems must
consider restricted threat models. Consider, for example,
an anonymous communications system that routes traffic
through multiple intermediate nodes. While it is generally
possible to perform a traffic analysis attack against a connec-
tion if both of the endpoints are compromised, theoretical
analyses of anonymous networks show that the likelihood of
successfully launching such a traffic analysis attack becomes
negligible as the network size increases [7, 23, 26].

When the Tor network was launched, it consisted of few
routers transporting little traffic. Consequently, in its ini-
tial design, Tor provided no traffic load balancing capability,
and it was with respect to this initial design that the above-
mentioned theoretical analyses were performed [7]. As the
network grew to include nodes with a wide variety of band-
width capabilities, it became necessary to ensure that the
traffic is efficiently balanced over the available resources in
order to achieve low latency service. Tor’s routing mech-
anism was modified to prefer high-bandwidth, high-uptime
routers that have the resources to accept new connections
and transport traffic. Dingledine, Mathewson, and Syver-
son suggested that a non-uniform router selection mecha-
nism may increase an attacker’s ability to compromise the
system’s anonymity [8], though the full security implications
of this load balancing was left to further research.

Our Approach. Within Tor’s routing model, an adversary
could deploy a few nodes that have — or appear to have —
high-bandwidth connections and high-uptimes. In the latter
case, the adversary is said to lie about its resources. With
high probability, such an adversary would be able to success-
fully compromise the two endpoints — the entry node and
the exit node — of a new Tor client’s connections. Compro-
mising the entry and exit nodes with non-uniform probabil-
ity is the first step in our attack.



As noted above, previous works showed that, upon com-
promising the entry and exit nodes, it is possible to com-
promise the anonymity of a connection via traffic analysis.
However, in the spirit of minimizing the resource require-
ments for the adversary, we develope an end-to-end method
for associating a client’s request to its corresponding desti-
nation before any payload data is sent. This is important
since low-resource malicious nodes may lack the bandwidth
to forward significantly many data packets.

Experimental Verification. We experimentally show, us-
ing an isolated Tor deployment on PlanetLab, that adver-
saries with sparse resources — such as adversaries with a
few nodes behind residential cable modems — can compro-
mise the anonymity of many paths for new clients. In a
Tor deployment of 60 honest and 6 malicious Tor routers,
our attack compromised over 46% of the path-building re-
quests from new clients through the network. This illus-
trates the inherent difficulty of simultaneously attempting
to provide optimal anonymity and efficient use of the net-
work’s resources.

Prior Attacks. Other attacks against Tor have focused
upon traffic analysis and locating hidden services. Murdoch
and Danezis presented a low cost traffic analysis technique
that allowed an outside observer to infer which nodes are be-
ing used to relay a circuit’s traffic [17], but could not trace
the connection to the initiating client. @verlier and Syver-
son demonstrated a technique for locating hidden services
that used false resource claims to attract traffic [19]. Mur-
doch and Zieliriski [18] analyze the route selection problem
in Tor in the context of Internet exchanges (IXes), and give
a new traffic analysis technique for processing data from
IXes. We extend the attack on hidden services to effectively
compromise the anonymity of general-purpose paths using
resource-constrained nodes.

Attack Variants and Improvements. We consider ad-
ditional attack variants and improvements in the body of
this paper. For example, we show how to adapt our attack
to compromise the flows of pre-existing Tor clients; recall
that our attack as described above is (generally) only suc-
cessful at compromising new clients, who have not already
picked their preferred entry nodes. We also consider further
resource reductions, such as using watermarking techniques
to, in some cases, eliminate the need for a compromised exit
node. An important extension is an attack upon the entry
guard selection process, where we show that it is possible
to displace all legitimate entry guards with malicious nodes.
Additionally, we consider methods to improve the effective-
ness of our attack, such as a variant of the Sybil attack [10].

Countermeasures. Next we explore counter-measures to
routing attacks in Tor. High-resource adversaries, even if
only in possession of a few malicious nodes, seem to pose
a fundamental security challenge to any high-performance,
multi-hop privacy enhancing system. We focus on design-
ing solutions to mitigate the low-resource attacker’s ability
to compromise anonymity. These solutions include verify-
ing information used in routing decisions, allowing clients to
make routing decisions based on observed performance, and
implementing location diversity in routers to mitigate Sybil
attacks.

Context. Following the initial disclosure of the primary
vulnerability behind our attacks [2], development began by
the Tor community on measures to mitigate the effectiveness

of these attacks. While an adversary’s ability to launch a
large number of malicious nodes from the same physical ma-
chine or network has been partially addressed [1], the more
challenging problem of verifying bandwidth claims remains
open.

Outline. The remainder of this paper is organized as fol-
lows: In Section 2, we describe the Tor system architecture
and its routing algorithms. Section 3 explains the attack
and the path linking algorithm and in Section 4, we present
the experimental setup and results. Additional attack ex-
tensions are considered in Section 5 and proposed defenses
are discussed in Section 6. Finally, we provide concluding
remarks in Section 7.

2. BACKGROUND

In order to present the methodology used in our experi-
ments, we first provide a brief overview of the Tor system
architecture, an in depth analysis of Tor’s router selection
algorithms, and a description of Tor’s attack model.

2.1 Understanding Tor at a High Level

The Tor project’s main goal is to develop a network that
protects the privacy of TCP connections. In addition, Tor
aims to provide end-user anonymity with constraints such as
low-latency, deployability, usability, flexibility, and simple
design. Currently, Tor can anonymize TCP streams, pro-
viding a relatively high-throughput and low-latency onion
routing network [14].

In the Tor architecture, there are several fundamental con-
cepts which are defined as follows: A Tor router is the server
component of the network that is responsible for forwarding
traffic within the core of the network. A Tor prozxy is the
client part of the network that injects the user’s traffic into
the network of Tor routers; for our purposes, one can view
the Tor proxy as a service that runs on the user’s computer.
A circuit is a path of three routers (by default) through
the Tor network from the proxy to the desired destination
server. The first router on the circuit is referred to as the
entry router, the second router is called a middle router, and
the final hop is the exit router. Tor proxies choose stable
and high bandwidth routers to be entry guards, which are
used as an entry router. We use the terms entry guard and
entry router synonymously throughout this paper. Router
information is distributed by a set of well-known and trusted
directory servers. Finally, the unit of transmission through
the network is called a cell.

At the core of Tor is a circuit switched network. The cir-
cuits are carefully built in such a way that it is intended to be
complex and resource intensive for eavesdropping attackers
and malicious nodes within the network to link the origina-
tor of a circuit to the destination. Cells are encrypted by the
originator of the circuit using a layered encryption scheme.
Each hop along the circuit removes a layer of encryption
until the cell reaches the exit node at the end of the circuit
and is fully decrypted, reassembled into a TCP packet, and
forwarded to its final destination. This process is known as
onion routing [14]. For a thorough evaluation of the secu-
rity of Tor’s circuit building algorithm, we refer the reader
to Goldberg [13] and more details about the cryptography
used in Tor can be found in its design document [7].

Tor can operate as both a proxy, which builds circuits
to forward a local user’s traffic through the network and
also as a router, which will accept connections from other
routers/proxies and forward their traffic as well as the local



user’s traffic. By default, Tor currently operates as a proxy
(client), handling only the local user’s traffic.

2.2 Tor's Router Selection Algorithms

There are currently (as of Tor version 0.1.1.23) two parts
to the algorithm that Tor uses to select which routers to
include in a circuit. The first part is used to select the en-
try router, and the second part is used to select subsequent
routers in the circuit. We will show methods to exploit both
of these algorithms, as currently implemented in Tor, in Sec-
tion 3.

Entry Router Selection Algorithm. The default algo-
rithm used to select entry routers was modified in May 2006
with the release of Tor version 0.1.1.20. Entry guards were
introduced to protect circuits from selective disruption at-
tacks, thereby reducing the likelihood of an attacker inten-
tionally breaking circuits until they are on a target victim’s
circuit [19]. The entry guard selection algorithm works by
automatically selecting a set of Tor routers that are marked
by the trusted directory servers as being “fast” and “sta-
ble.” The directory server’s definition of a fast router is one
that reports bandwidth above the median of all bandwidth
advertisements. A stable router is defined as one that ad-
vertises an uptime that is greater than the median uptime
of all other routers.

The client will only choose new entry guards when one is
unreachable. Currently the default number of entry guards
selected is three, and old entry guards that have failed are
stored and retried periodically. There is also an option
added to use only the entry guards that are hard-coded into
the configuration file, but this option is disabled by default.
This algorithm was implemented to protect the first hop of
a circuit by using a limited pool of nodes.

Non-Entry Router Selection Algorithm. The second
algorithm to select non-entry nodes is intended to optimize
router selection for bandwidth and uptime, while not always
choosing the very best nodes every time. This is meant to
ensure that all nodes in the system are used to some extent,
but nodes with more bandwidth and higher stability are used
most often. Tor has a set of TCP ports that are designated
as “long-lived.” If the traffic transiting a path uses one of
these long-lived ports, Tor will optimize the path for stability
by pruning the list of available routers to only those that are
marked as stable. This causes Tor’s routing algorithm to
have a preference towards routers marked as stable nodes.
For more details on this part of the algorithm, see the Tor
Path Specification [6].

The next part of the algorithm optimizes the path for
bandwidth. Briefly, this algorithm works as follows: Let b;
be the bandwidth advertised by the i-th router, and assume
that there are N routers. Then the probability that the ¢-th

router is chosen is approximately b; / (Z;\Ll bj). We as-

sume that Z;\Ll b; > 0, since a zero value would imply that
the system has no available bandwidth. We provide pseu-
docode for the bandwidth optimization part in Algorithm 1.

The most significant feature of this algorithm is that the
more bandwidth a particular router advertises, the greater
the probability that the router is chosen. The routing algo-
rithm’s tendency to favor stable and high bandwidth nodes
is fundamentally important to the implementation of our
attack.

Algorithm 1: Non-Entry Router Selection
Input: A list of all known Tor routers, router_list

Output: A pseudo-randomly chosen router, weighted
toward the routers advertising the highest
bandwidth

B—0,T+—0,C+0,1i+< 0, router_bw «— 0

bw_list «— ()

foreach router r € router_list do

router_bw « get_router_adv_bw(r)
B «— B + router_bw

bw_list «— bw_list U router_bw
en

C «— random_int(1, B)
while T" < C' do
T «— T + bw_list;
ge—i+1
end
return router_list;

2.3 Tor's Threat Model

Tor’s design document [7] lays out an attack model that
includes a non-global attacker that can control or monitor a
subset of the network. The attacker can also inject, delay,
alter, or drop the traffic along some of the links. This at-
tack model is similar to the models that other low-latency
anonymous systems such as Freenet [4], MorphMix [24], and
Tarzan [12] are designed to protect against.

As a component of Tor’s attack model, the designers ac-
knowledge that an adversary can potentially compromise a
portion of the network. To predict the expected percent-
age of flows compromised by such an adversary, a simplified
theoretical analysis of a privacy enhancing system is pro-
vided in Tor’s design document [7]. This analysis is based
on a combinatorial model that assumes nodes are chosen at
random from a uniform distribution.

3. COMPROMISING ANONYMITY

We now consider how an adversary might compromise
anonymity within the Tor threat model by gaining access
to a non-global set of malicious nodes. In our basic at-
tack, we assume that these malicious nodes are fast and
stable, as characterized by high bandwidths and high up-
times. While even the basic attack squarely compromises
anonymity under Tor’s target threat model [7], we also show
how to remove these performance restrictions for an even
lower-resource attack.

We focus on attacking the anonymity of clients that run
in their default configurations; in particular, we assume that
clients function only as Tor proxies within the network. We
also focus on attacking clients that join the network after the
adversary mounts the first phase of our attack (Section 3.1);
we shall remove this restriction in Section 5.

3.1 Phase One: Setting Up

To mount our attacks, an adversary must control a subset
of m > 1 nodes in the pool of active Tor routers. The adver-
sary might obtain such nodes by introducing them directly
into the Tor network, or by compromising existing, initially
honest nodes. The adversary may coordinate these compro-
mised machines in order to better orchestrate the attack.

The Basic Attack. In our basic attack, the adversary’s
setup procedure is merely to enroll or compromise a number
of high-bandwidth, high-uptime Tor routers. If possible, the
adversary should ensure that all of these nodes advertise
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Figure 1: Attack Model: Evil Tor routers are po-
sitioned at both the entry and exit positions for a
given client’s circuit to the requested server through
the Tor network.

unrestricted exit policies, meaning that they can forward
any type of traffic.

Resource Reduction. We can significantly decrease the
resource requirements for malicious nodes, thereby allowing
them to be behind low-bandwidth connections, like residen-
tial broadband Internet connections. This extension exploits
the fact that a malicious node can report incorrect (and
large) uptime and bandwidth advertisements to the trusted
directory servers [19]. These false advertisements are not
verified by the trusted directory servers, nor by other clients
who will base their routing decisions on this information,
so these false advertisements will remain undetected. Thus,
from the perspective of the rest of the network, the adver-
sary’s low-resource routers actually appear to have very high
bandwidths and uptimes. It is important that the malicious
nodes have just enough bandwidth to accept new connec-
tions. This is achieved by focusing the nodes’ limited re-
sources toward accepting new client connections.

Selective Path Disruption. If malicious nodes do not
exist at both the entry and exit positions of a circuit, but at
only one position (either entry, middle, or exit), it can cause
the circuit to break simply by dropping all traffic along the
circuit. This causes the circuit to be rebuilt with a chance
that the rebuilding process will create a path configuration
in which both the entry and exit nodes are malicious.

What Happens Next. Since one of Tor’s goals is to pro-
vide a low-latency service, when a new client joins the net-
work and initiates a flow, the corresponding Tor proxy at-
tempts to optimize its path by choosing fast and stable Tor
routers. By deploying nodes with high bandwidths and high
uptimes, or by deploying nodes that give the impression of
having high bandwidths and high uptimes, the adversary
can increase the probability that its nodes are chosen as
both entry guards and exit nodes for a new client’s circuit.
Compromising the entry and exit position of a path is a nec-
essary condition in order for the second phase of our attack
(Section 3.2) to successfully correlate traffic.

As a brief aside, on the real Tor network, roughly half
of the Tor routers have restricted exit policies that do not
allow them to be selected as exit nodes for all flows. This

situation further increases the probability that one of the
adversary’s nodes will be chosen as a flow’s exit node.

3.2 Phase Two: Linking Paths

We have shown a method that increases the likelihood
of a malicious router existing on a particular proxy’s path
through Tor. In the improbable case when the full path has
been populated with malicious nodes, it is trivial to com-
promise the anonymity of the path. However, in the more
likely case, if only the entry and exit nodes are malicious, we
have developed a technique that allows paths to be compro-
mised with a high probability of success (see Figure 1). Our
approach here is independent of whether the adversary is
implementing the basic or the resource-reduced attack from
Section 3.1.

While others have postulated the possibility that an ad-
versary could compromise the anonymity of a Tor route if the
adversary controlled both the route’s entry and exit nodes [7,
19], to the best of our knowledge, our approach is the first
that is capable of doing so before the client starts to trans-
mit any payload data. This ability is important, because
a resource-starved adversary should desire to minimize the
cost of the attack in order to maximize the number of circuits
that may be compromised. Furthermore, we experimentally
verify the effectiveness of our approach in Section 4.
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Figure 2: A sequential packet diagram of Tor’s cir-
cuit building process. In Step 1, the client chooses
the first hop along the circuit. Step 2 shows the
chosen entry router forwarding the client’s request
to the chosen middle router. Step 3 shows the en-
try and middle routers forwarding the final circuit
building request message to the desired exit node.
Key K1 is a shared secret key between the client
and the entry router. Key K2 is a shared secret key
between the client and the middle router.

Overview. In order for the attack to reveal enough in-
formation to correlate client requests to server responses
through Tor, each malicious router logs the following infor-



mation for each cell received: (1) its location on the current
circuit’s path (whether it is an entry, middle, or exit node);
(2) local timestamp; (3) previous circuit ID; (4) previous
IP address; (5) previous connection’s port; (6) next hop’s
IP address; (7) next hop’s port; and (8) next hop’s circuit
ID. All of this information is easy to retrieve from each ma-
licious Tor router. Once this attack has been carried out,
it is possible to determine which paths containing a mali-
cious router at the entry and exit positions correspond to a
particular Tor proxy’s circuit building requests. With this
information, an attacker can associate the sender with the
receiver, thus compromising the anonymity of the system. In
order to execute this algorithm, the malicious nodes must be
coordinated. The simplest approach is to use a centralized
authority to which all malicious nodes report their logs. This
centralized authority can then execute the circuit-linking al-
gorithm in real-time.

Details. Tor’s circuit building algorithm sends a determin-
istic number of packets in an easily recognizable pattern.
Figure 2 shows the steps and the timing associated with a
typical execution of the circuit building algorithm. A proxy
creates a new circuit through Tor as follows: First, the proxy
issues a circuit building request to its chosen entry router
and the entry router sends an acknowledgment. Next, the
proxy sends another circuit building request to the entry
router to extend the circuit through a chosen middle router.
The middle router acknowledges the new circuit by sending
an acknowledgment back to the client via the entry node.
Finally, the proxy sends a request to extend the circuit to
the chosen exit node, which is forwarded through the en-
try and middle routers to the chosen exit router. Once the
exit router’s acknowledgment has been received through the
middle and entry nodes, the circuit has been successfully
built.

In order to exploit the circuit building algorithm, it is nec-
essary to associate the timing of each step and analyze the
patterns in the number and direction of the cells recorded.
A packet counting approach as used to locate hidden ser-
vices [19] would not be sufficient, since not all cells sent
from the Tor proxy are fully forwarded through the circuit;
thus, the number of cells received at each Tor router along
the circuit is different. This pattern is highly distinctive and
provides a tight time bound, which we utilize in our circuit
linking algorithm.

Our circuit linking algorithm works as follows: The entry
node verifies that the circuit request is originating from a
Tor proxy, not a router. This is easily determined since there
will be no routing advertisements for this node at the trusted
directory servers. Next, the algorithm ensures that steps 1,
2, and 3 occur in increasing chronological order. Also, it is
necessary to verify that the next hop for an entry node is the
same as the previous hop of the exit node. Finally, in step
3, it is verified that the cell headed towards the exit node
from the entry node is received before the reply from the
exit node. If every step in the algorithm is satisfied, then
the circuit has been compromised.

4. EXPERIMENTS

In this section, we describe the experimental process we
used to demonstrate and evaluate our resource-reduced at-
tack. By experimentally evaluating our resource-reduced at-
tack, our experimental results also immediately extend to
the basic attack scenario in Section 3.

Table 1: Bandwidth Quality Distributions

Tier Tor Networks
Real Tor T 40 Node ] 60 Node
996 KB 38 4 6
621 KB 43 4 6
362 KB 55 6 9
11T KB 140 13 20
29 KB 123 11 16
20 KB 21 2 3

[ Total [[ 103.0 MB [ 104 MB [ 15.7 MB |

4.1 Experimental Setup

In order to evaluate this attack in a realistic environment,
we set up an isolated Tor deployment on the PlanetLab over-
lay testbed [22]. We were advised not to validate our attack
on the real Tor network because of its potentially destructive
effect [5]; however, we did verify that our technique for pub-
lishing false router advertisements did, in fact, propagate for
a single test router on the real Tor deployment.

To ensure that the experimental Tor networks are as re-
alistic as possible, we surveyed the real Tor network in Au-
gust 2006 to determine the router bandwidth distribution.
This data is given in Table 1. According to the real trusted
Tor directory servers, there are roughly 420 Tor routers in
the wild that forward at least 5 KB per second. However,
due to limitations on the number of PlanetLab nodes that
were available over the course of the experiments, we cre-
ated smaller Tor networks according to our analysis of the
router quality distribution in the real deployment. We cre-
ated two isolated Tor networks on PlanetLab, consisting of
40 and 60 nodes, each running exactly one router per node.
Each experimental deployment has precisely three directory
servers, which are also nodes from PlanetLab.

When choosing nodes from PlanetLab for the experimen-
tal deployments, each node was evaluated using iperf, a
common bandwidth measurement tool [15], to ensure that
it had sufficient bandwidth resources to sustain traffic at
its assigned bandwidth class for the course of each experi-
ment. Also, as is consistent with the real Tor network, we
chose PlanetLab nodes that are geographically distributed
throughout the world.

All Tor routers (both malicious and benign) advertise the
same, unrestricted exit policy. The exit policies of routers
in the real Tor network are difficult to accurately model
due to the reduced size of our network. The global use of
unrestricted exit policies in our experimental Tor testbed
actually decreases the potential effectiveness of our attack.
With the potential for more restrictive exit policies in a real
Tor network, we expect the attack’s performance to improve
since the malicious routers would have a higher probability
of compromising the exit positions.

To demonstrate the effect of the attack, we introduced
a small number of malicious Tor routers into each private
Tor network. In the 40 node network, experiments were
conducted by adding two (2/42) and four (4/44) malicious
nodes. In the 60 node network, three (3/63) and six (6/66)
malicious nodes are added. The fraction of each network’s
bandwidth that is malicious is given in Section 4.3. All ex-
periments were conducted in October 2006 with Tor version
0.1.1.23.

The experiments were conducted as follows: The three
trusted directory servers and each benign Tor router in the



network are started first, then the client pool begins gener-
ating traffic through the network. The network is given two
hours for routing to converge to a stable state,! at which
point the clients are promptly stopped and all previous rout-
ing information is purged so that the clients behave exactly
like new Tor proxies joining the network. The malicious
nodes are then added to the network and the clients once
again generate traffic for precisely two hours. This procedure
is repeated for the 2/42, 4/44, 3/63, and 6/66 experiments.
The results of these experiments are given in Section 4.4.

4.2 Traffic Generation

To make the experimental Tor deployments realistic, it
is necessary to generate traffic. Unfortunately, there is not
much data available on the nature of Tor traffic and exact
numbers of clients on the real Tor network. Therefore, we
adopt the same traffic-generation strategy as Murdoch [16].
To generate a sufficient amount of traffic, we used six dual
Xeon class machines running GNU/Linux with 2GB of RAM
on a 10 Gbit/s link running a total of 60 clients in the 40
node network, and a total of 90 clients in the 60 node Tor de-
ployment. These clients made requests for various web pages
and files of relatively small size (less than 10 MB) using the
HTTP protocol. The interface between the HTTP client
and the Tor proxy is made possible by the tsocks transpar-
ent SOCKS proxy library [27]. The clients also sleep for a
random period of time between 0 and 60 seconds and restart
(retaining all of their cached state including routing informa-
tion and entry guards) after completing a random number
of web requests so that they do not flood the network.

4.3 Malicious Node Configuration

To maximize the amount of the anonymized traffic that
an attacker can correlate, each malicious router advertises
a read and write bandwidth capability of 1.5 MB/s and a
high uptime. Furthermore, each malicious node is rate lim-
ited to a mere 20 KB/s for both data and controls packets to
make the node a low-resource attacker. In terms of the total
network bandwidth in each deployment, the addition of ma-
licious nodes contribute a negligible amount of additional
bandwidth. In the 2/42 and 3/63 experiments, the mali-
cious nodes comprise 0.38% of each network’s bandwidth
while actually advertising approximately 22% of the total
bandwidth. In the 4/44 and 6/66 experiments, malicious
nodes make up 0.76% of the bandwidth while advertising
about 36% of the total network’s bandwidth.

In addition, each malicious node logs the necessary in-
formation for the path linking algorithm, as described in
Section 3.2. The malicious routers’ behavior is aimed at
maximizing the probability that it will be included on a cir-
cuit.

4.4 Experimental Results

In this section, we present the results of the experiments
on our isolated Tor deployments. To demonstrate the ability
of the attack to successfully link paths through the Tor net-
work, we measured the percentage of the Tor circuits that
our path linking algorithm (Section 3.2) can correctly cor-
relate.

L1Our attempts to start the network with both honest and
malicious nodes at once failed, due to the inability of the
honest nodes to integrate into the hostile network. The two
hour time period allowed the honest nodes time to fully inte-
grate into the routing infrastructure before adding the ma-
licious nodes.

Table 2: The raw number of compromised circuits

Number of Circuits
Compromised | Total
2/42 425 4,774
4/44 3,422 10,199
3/63 535 4,839
6/66 6,291 13,568

Using the data logged by malicious routers, our path link-
ing algorithm was able to link a relatively high percentage
of paths through Tor to the initiating client. In the 40 Tor
router deployment, we conducted experiments by adding
two (2/42) and four (4/44) malicious nodes. The malicious
routers composed roughly 4.8% and 9.1% of each network, or
0.38% and 0.76% of each network’s bandwidth. In the 2/42
experiment, the malicious nodes were able to compromise
approximately 9% of the 4,774 paths established through
the network. We then performed the 4/44 experiment, and
were able to correlate approximately 34% of the 10,199 paths
through the network. Thus, the attack is able to compro-
mise the anonymity of over one-third of the circuit-building
requests transported through the experimental network.

These experiments are repeated for a network of 60 Tor
routers by adding three (3/63) and six (6/66) malicious
nodes. The malicious routers composed about 4.8% and
9.1% of each network, or 0.38% and 0.76% of each network’s
bandwidth. With only three (3/63) malicious routers, the
attack compromises about 11% of the 4,839 paths and in
an experiment with six (6/66) malicious Tor routers, the at-
tack compromised over 46% of the 13,568 paths. The results
as percentages of compromised paths are given in Tables 3
and 4. The raw number of compromised circuits in each
experiment is given in Table 2.

In addition to the correctly correlated paths, there were
only 12 incorrectly correlated paths over all the experiments
(one false positive in the 3/63 experiment, three in the 4/44
experiment, and eight in the 6/66 experiments). The negli-
gible number of false positives shows that our path linking
algorithm is highly accurate; however, the low false-positive
rate may also be a result of the relatively light and uniform
traffic load that was generated.

Table 3: The number of predicted and actual circuits
compromised in the 40 node PlanetLab network.

Experiments

2742 | 4/4d

Random Selection || 0.12% | 0.63%
Experimental 8.90% | 33.55%

[ Improvement [ 7,565% [ 5,190% |

In Tables 3 and 4, the experimental results are compared
to an analytical expectation of the percentage of paths that
can be compromised by controlling the entry and exit nodes
if routers are selected uniformly at random. The analyti-
cal expectation is based on a combinatorial model originally
defined in Tor’s design document [7] as (%)*, where m > 1
is the number of malicious nodes and N is the network size
(at its inception, Tor did not provide load-balancing; routers
were selected uniformly at random). This analytical model

does not take into account the fact that a Tor router may



Table 4: The number of predicted and actual circuits
compromised in the 60 node PlanetLab network.

Experiments
3/63 | 6/66
Random Selection || 0.15% | 0.70%
Experimental 11.06% | 46.36%
[ Tmprovement [ 7,097% [ 6,530% |

be used only once per circuit. Thus, a more precise expecta-
tion can be described by (2)(2=1), m > 1. The predicted
fraction of compromised circuits if routers were chosen at
random is given in Tables 3 and 4.

The distinction between the uniform selection expecta-
tions and the experimental results is clear; the experiments
demonstrate that Tor’s addition of load balancing has caused
the number of circuits compromised to increase by 52 and

76 times over uniformly random router selection.

45 Attack Discussion

It is worth asking why the earlier analytical model based
upon uniform router selection that predicted a strong resis-
tance to this type of attack does not match our experimental
results. Besides enabling malicious nodes to lie about their
resources, the primary issue is that the analytical model
assumes resource homogeneity across the set of Tor nodes,
when in fact the real Tor network has a heterogeneous re-
source distribution (see Table 1). As a result, routers are not
chosen with an equal probability; those with higher band-
width claims are chosen more frequently. Also, our attack
used selective path disruption to cause circuits to fail, which
is not considered in the analytical model.

Furthermore, since routers have finite resources, they must
reject new connections once their resources are consumed.
To make matters worse, most of the available bandwidth
from low-resource nodes may be exhausted by protocol con-
trol overhead, which decreases the effective size of the net-
work while increasing the probability of a malicious node
being selected. This means that if the Tor network becomes
heavily congested, it would magnify the effectiveness of our
attack.

Given the fraction of bandwidth necessary to compromise
a significant number of circuits in the experimental net-
works, it is possible to extrapolate an estimate of the attack’s
performance in larger Tor networks. Attackers contributing
less than 1% (between 0.38% and 0.78%) of the network’s
aggregate bandwidth were able to compromise up to 46% of
the circuit-building requests for new Tor proxies. Now, as-
sume a Tor network similar in bandwidth distribution to the
real Tor deployment in August 2006 (see Table 1) with 104
MB of total bandwidth. If an adversary could contribute an
upper bound of an additional 1% of bandwidth, only 1.04
MB/s, then one could expect the attack to compromise a
similar fraction of circuit requests as in our experiments.

However, this analysis remains an open problem, due to
the variable router quality, the increasing size of the real Tor
network, the correctness of our traffic generation model, and
the Tor Project’s request [5] that we not experiment with
our attacks on the real Tor network.

5. ATTACK EXTENSIONS

Having presented the basic ideas behind our attacks, we
consider further attack variants and improvements, such as
attacking existing Tor clients instead of only new Tor clients,
router advertisement flooding, and watermarking attacks.

Compromising Existing Clients. Clients that exist within
the network before the malicious nodes join will have already
chosen a set of entry guard nodes. We present two meth-
ods to compromise the anonymity of existing clients. First,
if an attacker can observe the client (e.g., by sniffing the
client’s 802.11 wireless link), he/she can easily deduce the
entry guards used by a particular client. The adversary can
then make those existing entry guards unreachable or per-
form a denial-of-service (DoS) attack on these entry guards,
making these nodes unusable. This forces the client to se-
lect a new list of entry guards, potentially selecting malicious
Tor routers. Another method to attack clients that have a
preexisting list of entry guard nodes would be to DoS a few
key stable nodes that serve as entry guards for a large num-
ber of clients. This would cause existing clients to replace
unusable entry guards with at least one new and potentially
malicious entry guard node.

Improving Performance Under the Resource Reduced
Attack. One concern with the resource-reduced attack that
we describe in Section 3 is that, by itself, the attack can se-
riously degrade the performance of new Tor clients. The
degradation in performance could then call attention to the
malicious Tor nodes. Naturally, the basic attack in Section 3
would be completely indistinguishable from a performance
perspective since the basic adversary does not lie about its
resources.

The first question to ask is whether poor performance un-
der an adversarial situation is a sufficient protection mech-
anism. We believe that the answer to this question is “no”
— it is a poor design choice for users of a system to have
to detect an attack based on poor performance. A better
approach is to have an automated mechanism in place to
detect and prevent our low-resource attack. Furthermore,
a resource-reduced adversary could still learn a significant
amount of private information about Tor clients between
the time when the adversary initiates the attack and time
when the attack is discovered.

The second, more technical question is to ask what a
resource-reduced adversary might do to improve the per-
ceived performance of Tor clients. One possible improve-
ment arises when the attacker wishes to target a particu-
lar client. In such a situation, the adversary could overtly
deny service to anyone but the target client. Specifically,
an adversary’s Tor nodes could deny (or passively ignore)
all circuit-initiation requests except for those requests that
the target client initiates. This behavior would cause the
non-target clients to simply exclude the adversary’s nodes
from their lists of preferred entry guards, and would also
prevent non-target clients from constructing circuits with
the adversary’s nodes as the middle or exit routers. Since
circuit-formation failures are common in Tor [20], we suspect
that this attack would largely go unnoticed.

Displacing Honest Entry Guards. Recall that Tor uses
special entry guard nodes to protect the entry of a circuit
from selective disruption. In order to be marked by the di-
rectory servers as a possible entry guard, a Tor router must
advertise an uptime and bandwidth greater than the median
advertisements (in Tor version 0.1.1.23). Another attack,



which is a variant of the Sybil attack [10], can be conducted
by flooding the network with enough malicious routers ad-
vertising high uptime and bandwidth. On our isolated Tor
network, we successfully registered 20 routers all on a sin-
gle TP address and different TCP port numbers.? Flooding
the network with false router advertisements allows a non-
global adversary to effectively have a “global” impact on
Tor’s routing structure. Namely, this attack increases the
median threshold for choosing entry guards, thereby, pre-
venting benign nodes from being marked as potential entry
guards. This attack could help guarantee that only mali-
cious nodes can be entry guards.

Compromising Only the Entry Node. As another ex-
tension to our attack, suppose that an adversary is less in-
terested in breaking anonymity in general, but is instead
particularly interested in correlating Tor client requests to
a specific target website (such as a website containing con-
trolled or controversial content). Suppose further that the
adversary has the ability to monitor the target website’s net-
work connection; here the adversary might have established
the target website to lure potential clients, or might have
obtained legal permission to monitor this link. Under this
scenario, an adversary only needs to compromise an entry
node in order to correlate client requests to this target web-
site. The critical idea is for the entry router to watermark a
client’s packets using a time-based watermarking technique,
such as the technique used in Wang, et al. [28] or other vari-
ants. The adversary’s malicious entry routers could embed
a unique watermark for each client-middle router pair. A
potential complication might arise, however, if the client is
using Tor to conceal simultaneous connections to multiple
websites, and if the circuits for two of those connections
have the same middle router.

6. PROPOSED DEFENSES

Non-global, but high-resource (uptime, bandwidth), ad-
versaries seem to pose a fundamental security challenge to
any high-performance, multi-hop privacy enhancing system
that attempts to efficiently balance its traffic load, and we
welcome future work directed toward addressing this chal-
lenge. We consider, however, methods for detecting non-
global low-resource adversaries.

In order to mitigate the negative effects of false routing in-
formation in the network, it is necessary to devise a method-
ology for verifying a router’s uptime and bandwidth claims.
Here, we provide a brief overview of some potential solutions
and alternative routing schemes.

6.1 Resource Verification

Verifying Uptime. A server’s uptime could be checked
by periodically sending a small heartbeat message from a
directory server. The additional load on the directory server
would be minimal and it could effectively keep track of how
long each server has been available.

Centralized Bandwidth Verification. Since Tor relies
upon a centralized routing infrastructure, it is intuitive to
suggest that the trusted centralized directory servers, in ad-
dition to providing routing advertisements on behalf of Tor

2The trusted directory servers currently (as of Tor version
0.1.1.23) have no limits as to the number of routers that can
be hosted on a single IP address. In theory, an attacker can
register up to 2'% — 1 Tor routers to the same IP address.

routers, also periodically verify the incoming bandwidth ad-
vertisements that are received from Tor routers. The direc-
tory server could measure a router’s bandwidth before pub-
lishing the routing advertisement and correct the value if it
found that the router does not have its claimed bandwidth.
The difficulty with this approach is that it cannot detect
selectively malicious nodes. Therefore, it is necessary for
the bandwidth verification mechanism to continuously mon-
itor each node’s bandwidth. Due to the significant traffic
load that would be placed upon the few centralized direc-
tory servers, this centralized bandwidth auditing approach
would create a significant performance bottleneck.

Distributed Bandwidth Verification. In order to detect
false bandwidth advertisements, it may be tempting to aug-
ment the routing protocol to allow Tor routers to proactively
monitor each other. Anonymous auditing [25], where nodes
anonymously attempt to verify other nodes’ connectivity in
order to detect collusion, has been proposed as a defense
against routing attacks in structured overlays. A similar
technique could be designed to identify false resource ad-
vertisements. However, this technique is also insufficient at
detecting selectively malicious nodes. In addition, this ap-
proach introduces additional load in the network and could
result in significant performance degradation.

Distributed Reputation System. Reputation systems
have been proposed for anonymous systems within the con-
text of reliable MIX cascades [9]. One could envision a rep-
utation system similar to TorFlow [21], that actively verifies
the directory server reported bandwidth claims for each Tor
router and dynamically updates each bandwidth claim. Se-
lectively malicious nodes are still difficult to detect with such
a reputation system.

6.2 Mitigating Sybil Attacks

In order for any reputation system to be effective, it is
necessary to address the Sybil attack [10]. Recall that the
directory servers place no constraints upon the number of
Tor routers that may exist at a single IP address (as of Tor
version 0.1.1.23). This can be exploited to effectively re-
place all entry guards with malicious nodes (see Section 5).
To help mitigate this kind of attack, the directory servers
should limit the number of routers introduced at any sin-
gle IP address. Furthermore, enforcing location diversity
increases the resources required to perform this attack [11].
Following the initial disclosure our results [2], Tor adopted
countermeasures that (1) allow only three Tor routers to be
hosted at any single IP address and (2) dictate that circuits
may not include more than one router from a particular class
B address space [1].

6.3 Alternative Routing Strategies

Since Tor’s desire to efficiently balance its traffic over the
available resources in the network has left it vulnerable to
traffic correlation attacks, it is prudent to consider alternate
routing strategies that may provide adequate load balancing
while preserving the network’s anonymity.

Proximity Awareness. Secure routing based on prozimity
awareness has been proposed in peer-to-peer networks [3].
In such a routing strategy, the next hop is computed by min-
imizing a distance metric, such as round trip time (RTT).
Proximity-based routing may over-optimize and cause cir-
cuits to be built deterministically. Also since paths are
multi-hop and source routed, the client would need distance



metrics for the first hop to the second hop and the second
hop to the third hop. In addition, these metrics must be ver-
ified. Finally, proximity routing seems to be incompatible
with enforcing location diversity.

Loose Routing. Loose routing in anonymous systems has
been proposed in Crowds [23], where path lengths are non-
deterministic since each hop chooses to forward to another
intermediate hop probabilistically. This strategy places a
great amount of trust on the entry nodes. A malicious entry
node could simply route all traffic immediately to the exit
server.

Local Reputation-based Routing. Another scheme could
be to initially choose paths with a uniform probability and

over time, maintain local reputation information for all nodes
used in a path. At the start, the performance would be ex-

pectedly poor, but over time, as clients begin to choose high

quality Tor routers, they can begin to optimize for perfor-

mance. This approach is not vulnerable to false advertise-

ments.

We plan to explore these alternate routing strategies as
future work, in particular, focusing on an analysis of the
anonymity that each respective routing technique provides.

7. CONCLUSION

We present a low-resource end-to-end traffic analysis at-
tack against Tor that can compromise anonymity before any
payload data is sent. The attack stems from Tor’s tendency
to favor routers that claim to be high-resource with high-
uptime in its routing process in an attempt to optimally bal-
ance the traffic load. However, since there is no mechanism
to verify resource claims, we experimentally show that it is
possible for even a low-resource adversary to compromise
an unfairly large fraction of the circuit-building requests
through the network.

In addition, we illustrate the feasibility of displacing all
entry guard nodes with malicious nodes, thereby having a
global effect upon the Tor’s routing mechanism. Attack ex-
tensions are presented that further reduce the cost of launch-
ing this atack.

To mitigate the low-resource variety of these attacks, we
propose solutions aimed at verifying all bandwidth and up-
time claims. However, these attacks highlight the inherent
challenge in designing an anonymity-preserving reputation
system that is robust to a selectively malicious adversary.

Since this study shows how anonymity and efficient re-
source (bandwidth) use appear to be in opposition, our hope
is that these attacks motivate further research in the area of
designing and implementing optimal routing algorithms in
anonymous overlay networks that deliver a high level of per-
formance without compromising the security of any aspect
of the system.
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