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Abstract— With the widespread access of people to the Internet
and the increasing usage of social networks in all nations, social
networks have become a new source to study cultural similarities
and differences. We identified major issues in traditional methods
of data collection in cross-cultural studies: difficulty in access to
people from many nations, limited number of samples, negative
effects of translation, positive self-enhancement illusion, and a few
unreported problems. These issues are either causing difficulty
to perform a cross-cultural study or have negative impacts on
the validity of the final results. In this paper, we propose a
framework that aims to calculate cultural distance among several
countries using the information and cultural features extracted
from social networks. To this aim, the framework estimates the
distribution of news-oriented tweets for each nation and computes
the cultural distance from these sets of distributions. Based on a
sample composed of more than 17 million tweets from late 2017,
our framework calculated cultural distance between 22 countries.
Our results show a positive correlation between cultural distances
computed by our framework and distances computed by Hofst-
ede’s cultural scores and also identified connections between some
of the cultural features.

Index Terms— Cross-cultural study, cultural distance, social
networks, social network analysis, Twitter

I. INTRODUCTION

Cross-cultural studies are the science of using data from
different societies to test hypotheses about human behavior and
culture. In order to perform a cross-cultural study, researchers
need to aggregate and compare data from multiple countries
which is suggested to be the main extra problem for this type
of research compared to others [1]. We thoroughly investigated
several works that studied culture in multiple nations and
identified a few major issues in the phase of data collection.
These issues are either causing difficulties to perform a cross-
cultural study or have negative impacts on the validity of the
final results. Major points on these issues are provided in the
next paragraphs.

In cross-cultural studies, it is always a requirement to collect
data from multiple nations. In most cases, this is accomplished
by spreading questionnaires and aggregating the individual
results, which requires access of researchers to several people
from the selected nations. For example, in the study of value
hierarchies of individuals in different cultures [2], Schwartz
and Bardi collected the data from 63 nations using a sur-
vey that was translated into 39 languages. In another study,
Terracciano et al. [3] studied relationships between national
character and mean personality traits levels by collecting the
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data from 49 cultures/subcultures. Hofstede [4] questioned the
employees of IBM, as a multinational company, to collect
initial data for his prominent work on cultural dimensions.
Table I contains more information on major cross-cultural
studies that collected original data from multiple countries.

The limited number of participants is another major issue
with the traditional methods of data collection in cross-cultural
studies. As given in Table I, past studies used less than
1200 people per country in their research. This low number
of participants raises the question of validity on final results.
In fact, in some cases, researchers excluded countries from the
rest of their research for this reason. Furthermore, participants
sometimes prefer not to completely fill the questionnaire,
leading to the removal of those answers for failing to comply
with the minimum requirement of the questionnaire. As an
example of these problems, in the study of national culture
and values of organizational employees [5], from 10 993 of
business organizational employees who answered the ques-
tionnaire, 9920 items satisfied the necessary completeness.
In addition, because of low number of respondents, the results
of 12 nations were excluded from the study.

In many cross-cultural research studies (such as [2], [3]),
researchers translated questionnaires in order to reach more
people. The negative impacts of translation into the final output
have been studied by multiple studies [6], [7], where it is
suggested that the careful act of translating questionnaires
into multiple languages takes extra time and energy from
researchers. In the study of sex difference in big five per-
sonality traits [8], a nation was completely excluded from the
research because of errors in translation. As another example,
in the study of national culture and values of organizational
employees [5], some of the collected data were excluded from
the article for the reason of inaccuracies in translation. As for
time consumption of this process, Schwartz and Bardi [2]
translated their questionnaire into 39 different languages,
McCrae and Terracciano [9] translated into 27 languages, and
in the study of patterns of geographic distribution of big five
personality traits, Schmitt et al. [10] translated their question-
naire into 29 different languages (except for five countries
that used survey in English) alongside descriptions for some
phrases or terms that could have been misleading or confusing
for readers.

In addition to these major issues, there are some unreported
problems to the traditional methods of data collection. Psy-
chologists mention “positive self-enhancement illusions” as a
general behavior of a normal human, meaning that most people
have a positive illusion about themselves [11], [12]. In our
case, this suggests that because of a tendency of people to self-
enhancement, participants evaluate themselves more positively
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TABLE I

SUMMARY OF DATA COLLECTION IN RELATED CROSS-CULTURAL WORKS

than others and there is always a chance of biased results in the
self-reported data. Mistakes of respondents in filling forms and
filling them without reading or in a random order can influence
the results of studies without being noted by researchers.
In addition, language tone, words, and sentences that are used
in questions or during the interview can potentially impact the
results.

In this study, we aim to analyze different aspects of using
social networks as a new source of data collection in cross-
cultural studies. To this aim, we propose a framework to exam-
ine cultural differences and similarities across multiple nations
using the data gathered from social networks. We will use this
framework to compute cultural distance among 22 countries by
evaluating the distribution of tweets over six news categories.
We developed an instance of our framework as an automated
system that tracks the amount of attention that each one
of these news categories has received from the people of a
country. Then, it uses the distribution of news-oriented tweets
as a cultural feature and calculates cultural distances from
these sets of distributions. In order to classify tweets into news
categories, we used a supervised text classification technique,
which with respect to the classification challenges of this study
performed with an acceptable precision.

In regard to the above-mentioned issues, we found our
framework to be extremely helpful. By collecting data from
social networks, there was no requirement to find participants
from different nations using time- and energy-consuming
methods. The number of collected items in our research in
comparison to previous cross-cultural studies exceeded by a
factor of 100 or more. Since we extracted cultural information
by analyzing users’ actions in social networks and not from
direct questions, issues related to form translations and self-
enhancement illusion are completely out of scope. While we
translated all the input data to a target language, this translation

was merely on the content in order to extract features and not
on the questions, therefore, had no impact on users’ behaviors
or answers. Furthermore, since users of social networks are
acting in their normal state, we have no reason to believe
that positive self-enhancement illusion has an impact on our
method.

These being said, we had a few new difficulties or chal-
lenges in our method of data collection. Our main difficulty
in accessing people from different nations was the problem of
detecting country of a Twitter user. Although it is unlikely to
correctly detect the origin country of every user, we handled
this problem by training a previously suggested classification
model. In addition, to extract a specific cultural feature from
social networks data, it is required for researchers to find or
design a computer model. There are many models and methods
in the field of big data, machine learning, and social networks
analysis and mining, which are dedicated to extracting features
from users’ graph and actions.

In the remainder of this paper, we discuss a brief review
of relevant literature in Section II. The technical framework is
introduced in Section III. We examine our technical framework
in an experimental setup in Section IV and evaluate our results
in Section V. Concluding remarks are provided in Section VI.

II. RELATED WORKS

Many studies discuss human behavior across multiple
cultures. While some of these studies preferred to use
previously published data, the rest collected new data sets
through traditional methods of data collection. As we dis-
cussed this in Section I, these traditional methods of data
collection are prone to human errors and usually have charac-
teristics that make them difficult to perform on a large scale.
In this section, we are going to review data collection in several
acclaimed cross-cultural studies and explore two works based



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ANNAMORADNEJAD et al.: CROSS-CULTURAL STUDIES USING SOCIAL NETWORKS DATA 3

on online resources. At the last part of this section, we will
review the literature on a few technical components of our
framework.

A. Data in Cross-Cultural Studies

We investigated cross-cultural studies that generated new
data sets. Table I contains the summary of our analysis on
these works.

Cross-cultural studies have been highly influenced by the
works of Hofstede [4], who proposed that a culture can be
defined by six dimensions. Individualism versus collectivism.
Uncertainty avoidance. Power distance (strength of social hier-
archy). Masculinity versus femininity (task orientation versus
person orientation). Long-term orientation. Indulgence versus
self-restraint.

Hofstede investigated the aspects of these dimensions for
3 decades and calculated values of cultural scores for more
than 90 countries by interviewing employees of IBM as a
multinational company. While there have been a few debates
and objections to his methods and choice of dimensions, many
of the further cross-cultural studies compared their findings
with Hofstede’s cultural scores [13], [14].

B. Online Sources of Data Collection

While there have been several works on culture and society
using social networks data (such as [23]–[25]), we only found
two cross-cultural studies that collected data from online
sources. There exist other cultural studies by mining social
networks, but they were dedicated to the study of one culture
and not to examine multiple cultures.

Callahan [13] inspected cultural differences and similarities
between eight countries in the design of university websites,
specifically their homepages. The study manually investigated
several hypotheses about university websites. These hypothe-
ses were based on two criteria: organization (general contents
of the web pages) and graphical design. To evaluate results,
the study correlated the frequency of interface elements of the
web pages with Hofstede’s cultural dimensions.

Park et al. [14] examined the usage of emoticons on Twitter
from the users of 78 countries. They also used correlation
analysis to evaluate their findings with Hofstede’s cultural
dimensions. The study found a positive correlation between
the individualism-collectivism cultural dimension of Hofstede
model and people’s use of mouth-oriented (vs. eye-oriented)
emoticons.

C. Related Works on Technical Issues

In our technical framework, we will use a supervised text
classification algorithm to determine news orientation of a
given tweet. The main challenges of the text classification
process in our problem are as follows.

1) Tweets are very short (maximum 140/280 characters),
therefore finding a meaningful relationship between the
words of a tweet is almost impossible. This lack of
relationship is enough for many of the classification
algorithms to be unusable for this study.

2) Tweets are usually informal, both in structure and vocab-
ulary. In addition, it is a common practice for Twitter
users to use abbreviations to fit their content into the
character limit (first challenge).

3) The collected tweets in this framework are multilingual;
therefore, the precision of the classification algorithm
can be expected to be lower than the cases of a single
language.

4) Tweets are collected randomly without any kind of
content filtering, and therefore, there is no context in
order to simplify the text classification algorithm.

We had difficulty in finding a suitable text classification
technique that would satisfy the text classification challenges
of our framework. While there have been many approaches
to classify texts in general, only a small fraction of them was
dedicated to the classification of tweets and short texts (such
as [26] and [27]). Zhang et al. [28] showed that the methods
for classifying ordinary verbal communication, such as email
and forum discussion, do not fit for short texts.

To the best of our knowledge, most of the recent works in
short text classification are based on techniques designed for
a specific language; for example, by using speech acts, stem-
ming, clue words [29]–[31], n-gram and k-nearest neighbors
[32], [33]. Thus, we were unable to find any method to handle
multiple languages with one data set.

III. FRAMEWORK

In this section, we are going to explain the technical details
of our framework. In its high-level abstraction form, this
framework collects data from social networks, classifies them
by country, extracts meaningful features from data for each
country, and finally, calculates cultural distance using those
features. In the remainder of this section, we explain an
instance of this framework.

First, by exploring major news broadcasting websites
(Section III-A), we selected six broad news categories to be
used as the set of classes in the text classification algorithm
(Section III-E). Then, we trained the classification model by
using news articles and tweets from news agency websites
(Section III-B). By collecting a data set of tweets, we created
a classification model to identify the country of a given Twitter
user (Section III-C). We chose a target language to translate
all items of the training and test data set (Section III-D).
As a result, the training and test data set only consists of the
translated version of the collected news articles to the target
language.

By applying the classification model to all inputs
(Section III-E), we aggregate the results of the classification
algorithm for each country in order to obtain the distribution
of tweets over the selected categories. Finally, we use these
sets of distributions to compute the cultural distance between
the selected nations (Section III-F).

It is worthy to note that any section of the framework,
such as the classification algorithm, the set of news categories,
or the cultural distance algorithm, can be replaced with other
alternatives.

Further details of the method are discussed in
Sections III-A–III-F.
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TABLE II

MAIN NEWS CATEGORIES SELECTED FOR THIS STUDY

TABLE III

NUMBER OF TWEETS FOR EACH COUNTRY AFTER

APPLYING OUR DICTIONARY

A. News Categories

By analyzing top-level news categories used by some of the
biggest worldwide news broadcasting websites, we selected a
shortlist of most common and broad news categories. The list
includes six subjects and we will use them as the set of classes
in the text classification algorithm. Each one of these items is
displayed as a separate news genre on the top level menu of
several news broadcasting websites.

The selected categories for the classification algorithm and
their associated labels in three well-known news websites are
listed in Table II. It should be noted that in some cases,
different websites used different or multiple labels to refer
to the same category in our list. For example, since business,
markets, and money sections are close in their nature, we cre-
ated an Economics category to include topics related to all of
these labels.

B. Training Data

In supervised text classification methods, the training data
have a key role in the accuracy of the algorithm, and its quality

TABLE IV

DISTRIBUTION OF TWEETS OVER NEWS CATEGORIES BY COUNTRY

and quantity have great consequences on the classifier’s output.
Based on our observation on studies that used a classification
algorithm, the majority of researchers manually classified a
fraction of the input data and used them as the training data
set. In some cases, methods or resources have been proposed
to collect and generate the training data set, automatically
and without the need for manual intervention. As an example,
Hu et al. [34] proposed the online encyclopedias as a good
source to automatically collect and generate training data set.

In this study, we propose articles and tweets from news
broadcasting websites as suitable sources for the training data
set of this framework. They are ideal solutions to generate
the training data set for several reasons, including: their open-
access policy, up-to-date data, and previously classified texts
(for example, the collected articles from these websites have
tags and labels, which makes it easy to automatically assign
a news category).

It should be noted that by creating an automated tool to
train the classification model (by parsing the web pages of the
recent news articles, really simple syndication feed of websites
as an easier solution or their twitter accounts), our framework
can be developed as a fully automated process to calculate the
cultural distance between several nations.

C. Detecting Country of Twitter Users

In our cross-cultural framework, we need to separate data by
their origin country. Unfortunately, it is reported by multiple
studies [35]–[37] that less than 5% of all tweets have geo-
location tags, which is far from an ideal point for research
studies.
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TABLE V

CULTURAL DISTANCE BETWEEN THE COUNTRIES BASED ON THE RESULTS OF THIS STUDY

We use a method proposed by Van der Veen et al. [35] to
determine the country of users that did not specify a valid loca-
tion in their profile. This method that achieved 82% accuracy
consists of a classification model that is trained by user time
zone, language, and location string. Authors identified limited
information of user profiles and shared properties between
countries, such as shared time zone and language, as the root
causes of errors in the country identification process.

D. Translation of Input Texts

This study faces the problem of multilingual inputs, which
causes problems in the process of text classification. To over-
come this problem, we propose the translation of all input texts
from their original language to a single target language using
online translation services. Based on our observations on the
results of Google Translation Service, in case the input text
was already written in the chosen language, the translation
will fix some misspellings of the input text.

We propose to use the English language as the target
language, since it has been shown by a benchmark [38] that
online translation services perform with the highest accuracy
when the target language is English.

E. Tweet Classification

In Section II-C, we explained the main challenges of our
text classification process. Due to the informality, sparsity,
multilingualism, and the broad context of our data set, most
text classification techniques become unusable in this paper.

Due to the informality, sparsity, and broad context of
the data set, most of the text classification techniques are
incompatible with the needs of this study. Since Naïve Bayes
classifiers are a common approach when it is difficult to extract

meaningful relations between the words of the input text [30],
we used a variation of it as the core for the classification
process of our framework.

In this classification algorithm, if t is a tweet and C is the
set of categories, the main class of t is calculated as

MainClass(t, C) = argmax
c∈C

(p(t|c)) (1)

p(t|c) =
(∑

w∈t fi
)!

∏
w∈t fi !

∏

w∈t

p(w|t) fi (2)

p(w|c) = TFIDF(w, c) + 1
(∑

v∈C TFIDF(v, c)
) + |{v ∈ C}| (3)

where fi is the frequency count of word i in tweet t .
Since not every tweet has news orientation, we specified

a minimum threshold to separate news-oriented tweets from
the rest. We used heuristics to find this threshold by exam-
ining its effect on the overall precision of the classification
algorithm. Based on our assessment, we considered a tweet
as Unclassified, if its highest value of probability in 1 is less
than 40%.

As we mentioned earlier, we use TF-IDF1 method to
quantify the importance of a word to a category. The method
is a combination of two values: the term frequency and
the inverse document frequency. The first statistic equals the
frequency of the word in the training documents of a particular
category, while the second statistic diminishes the weight of
common words that occur frequently in all categories (such as
conjunctions). To be specific, IDF computes logarithmically
scaled inverse fraction of the classes that contain the word.
Therefore, common words that appear in most classes will

1Short for term frequency-inverse document frequency [40].
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TABLE VI

ACCURACY OF THE TEXT CLASSIFICATION ALGORITHM

have a low impact on the process and words that are most
likely to be used in one class gain a considerable weight in
that particular class [39].

As a side note and based on our observation of users
tweeting behavior, users apply abbreviation on the common
words of their tweet and not on its keywords. Since common
words have little or no effect in most of the text classification
algorithms, especially in Naïve Bayes, these abbreviations
have a low impact on the final output of the classification.
We also apply TF-IDF algorithm to further decrease the effect
of common words on the output of the classification and,
finally, the results of distribution.

F. Cultural Distance

To discuss cross-cultural similarities and differences,
we propose a method to quantify cultural closeness of a
country to another based on the results of the previous step.
This is an attempt to automatically interpret the results of
tweet distribution and to find cultural similarities and dif-
ferences. To this end, we consider overall distribution vec-
tor of a country as its location in a 7-D space, and the
Euclidean distance between any two countries as their cultural
distance.

Therefore, if A = (a1, a2, a3, a4, a5, a6, a7) is the distribu-
tion results of a country (where a1–a6 are the percentage of
tweets in the selected categories and a7 is the percentage of
unclassified tweets) and B = (b1, b2, b3, b4, b5, b6, b7) is the
distribution results of a second country, the cultural distance
between the two countries of A and B is computed as

CulD(A, B) =
√√
√
√

|C |+1∑

i=1

(ai − bi )2 (4)

where C is the set of categories.

TABLE VII

HOFSTEDE’S CULTURAL SCORES FOR THE SELECTED
COUNTRIES (VALUES RANGE: 0–120)

IV. EXPERIMENT RESULTS

Using Twitter’s API, we collected 17 065 069 tweets from
November to December 2017. Our data set consists of all
available data about tweets and their authors, including tweet
identifier, text, language, time, time zone, username, and
location.

We trained a model based on [35] to separate tweets of a
country by using related user information, such as language,
location, and time zone. From all of the gathered tweets, our
model mapped 9 197 071 tweets to one of the 22 selected
countries. The dictionary was unable to identify the origin
country of users for a portion of tweets for several reasons:
First, we only examined 22 countries. Second, authors of many
tweets have not specified a location or time zone in their
profiles. Finally, our model had difficulty in separating tweets
of some neighbor countries: for example, many users from
America time zones tweeted in English without specifying any
location or country.

Table III represents the statistics on the total number of
tweets (including retweets), the number of original tweets and
percentage of original tweets per country. Average for the
original tweets is 53.9%, meaning that more than 46% of our
collected tweets in these countries were retweets.

A. Results of Distribution
We translated our data set into English and applied the clas-

sification process on the translated input. Table IV represents
the distribution of tweets in the selected 6 + 1 categories for
each of the 22 countries.
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TABLE VIII

CULTURAL DISTANCE BETWEEN THE COUNTRIES BASED ON HOFSTEDE’S CULTURAL SCORES (TABLE VII)

Category of Art and Entertainment contains the highest
amount of tweets among the news categories (close to 18%
of all tweets). USA with more than 27% and Germany with
23.9% have the highest ratios in this category. Germany, with
a ratio of 28%, has also the highest percentage of tweets in
the Economics category. Politics category contains the smallest
portion of tweets with less than 5% of all tweets.

The last column of Table IV is dedicated to tweets that
our classifier was unable to classify as a news-oriented tweet.
We associate this column with three types of tweets:

1) Tweets that did not have any news orientation and no
class reached the minimum threshold of the classifica-
tion algorithm (Section III-D). Therefore, the classifier
correctly labeled them as Unclassified.

2) Tweets that did not include enough information to be
processed in the classification algorithm. Some examples
of this type are tweets with less than three words, or
tweets of pictures and videos without any accompanying
text.

3) Tweets with news orientation that our classifier was
unable to determine the category, meaning that none of
the categories in the text classification algorithm reached
the minimum threshold of acceptance. Thus, the classi-
fier was mistaken in labeling them as Unclassified.

B. Results of Cultural Distance

By considering the computed distributions of tweets over
the six categories (from Table IV) as a country’s location in a
7-D space (six news categories and one column for unclassified
tweets), we calculated cultural distance between all of the
selected countries.

The results of this calculation are displayed in Table V. The
lowest values of cultural distance are for the pairs of Arab

Countries–Philippines and Japan–U.K., and the highest ones
are for Germany–Philippines and Germany–Arab Countries.

V. EVALUATION

We evaluate our framework using two separate approaches:
First, we examine the accuracy of the text classification
process, wherein we manually classified a portion of the input
data set, separately for all of the selected countries. Second,
we evaluate the results of cultural distance by comparing the
results of our study to the cultural distances computed using
the Hofstede’s latest national scores. The first evaluation is
merely to seek the accuracy of the classification method, while
the second one is for the overall speculation of the final results
and the whole framework.

A. Evaluation of the Text Classification Algorithm

In order to evaluate the accuracy of the classification algo-
rithm, we manually classified more than 2500 tweets in total
(more than 100 tweets for each country).

Table VI represents the precision of the classifier for each
country. In average, our classifier determined the correct
category of a tweet with close to 70%. This is a fair and
acceptable precision if we consider the combined challenges of
the classification process of this research (short text, informal
text, multilingual inputs, and no context).

B. Evaluation of Cultural Distances

In order to evaluate the final results of our framework,
we compared cultural distances computed based on the results
of this study with cultural distances computed based on the
Hofstede’s cultural scores.

Therefore, we collected the latest scores of Hofstede cul-
tural dimensions for the selected nations of this study and
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TABLE IX

RESULTS OF CORRELATION ANALYSIS BETWEEN CULTURAL DISTANCES
COMPUTED BASED ON THE RESULTS OF THE TWO STUDIES

TABLE X

RESULTS OF CORRELATION ANALYSIS BETWEEN THE DISTRIBUTION
RESULTS OF THIS STUDY AND HOFSTEDE’S CULTURAL

SCORES (COEFFICIENTS)

used them as the second group of indicators for a nation’s
culture. Table VII shows the cultural scores of Hofstede for
the selected countries. Using this new indicator (Table VII),
we calculated cultural distances between the selected nations
(available in Table VIII). The lowest values of cultural distance
are for the pairs of Arab Countries-Philippines and USA-U.K.,
and the highest ones are for Japan-Philippines and Japan-
USA. It should be noted that these new distances (values of
Table VIII) are relatively higher in quantity than the values
in Table V, since Hofstede scores range from 0 to 120.

We used correlation analysis to examine the existence of
relationships between the two groups of cultural distances.
We did this separately for each country by inserting distance
values of a country in a two-column table and analyzing
correlation of the values of the two columns. The result
of correlation analysis is represented in Table IX. Interest-
ingly, it shows a positive correlation for all of the 22 coun-
tries. Correlation results for four countries (Arab Countries,

TABLE XI

RESULTS OF CORRELATION ANALYSIS BETWEEN THE SELECTED
NEWS CATEGORIES BASED ON THE DISTRIBUTION RESULTS

OF THIS STUDY (COEFFICIENTS)

Germany, Indonesia, and Philippines) can be considered as
strong. Finally, it should be noted that as normalization has
no effect in correlation analysis, we did not normalize or alter
Hofstede’s scores in any way.

Evaluation results clearly show that there is an absolute
connection between the cultural distances computed based on
cultural indicators of this study and the cultural distances
computed based on Hofstede’s cultural scores. This remark
can be interpreted as a proof of concept or legitimacy of the
proposed framework.

C. Relationships Between Cultural Indicators

In this final step, we will examine possible connec-
tions between cultural indicators. To this aim, first, we
correlated cultural scores of our framework (tweets distrib-
utions in Table IV) with scores of Hofstede’s cultural study
(Table VII). Correlation coefficients for all possible connec-
tions are presented in Table X. In addition, we analyzed
connections between a country’s tendencies toward a news cat-
egory with other news categories. For this part, we correlated
raw distribution results of this study with each other (results
available in Table XI).

These correlation analyses found four strong connections.
These connections are summarized in the following.

1) The individualism index of Hofstede was positively cor-
related with the tendency of users toward Art-oriented
tweets (coefficient of 0.72), which supports or is sup-
ported by theories about the connection of artistic behav-
ior and individualism [41]–[43].

2) Tendency of users toward Art and Entertainment
was negatively correlated with the power distance
index of Hofstede (coefficient of −0.62), thus
countries with higher power distance (as defined by
Hofstede) would have less tendency to tweet about
Art.

3) The scores for science category is in negative correlation
with sports category (coefficient of −0.661), meaning
that countries with a higher percentage of tweets in
science and health category are relatively less likely to
tweet about sports.
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4) The tendency of a country toward Art and Entertainment
is in negative correlation with the tendency toward
political news (coefficient of −0.55).

VI. CONCLUSION

We identified major issues in traditional methods of data
collection in cross-cultural studies, which include the need
for access to people from many nations, a limited number
of samples, negative impacts of translation, positive self-
enhancement illusions, and some unreported problems. These
issues are either causing difficulty to perform a cross-cultural
study or have negative impacts on the validity of the final
results.

In this paper, we presented an automated framework to
measure the cultural distance between several countries using
the information extracted from social networks. In its technical
form, the framework has several stages. First, it trains a
classification model using previously classified news articles
and tweets. Second, it collects random tweets to form the
input data set and separates them by nationality of the
user. Then, it translates the tweets and the collected training
data set to a single language and applies the classifica-
tion process on all of input tweets. Finally, after aggregat-
ing the result of the classification process for each nation,
it uses the distribution of tweets over categories as the
cultural indicators or factors of a country and, thus, com-
putes the cultural distances using these aggregated values of
distribution. By exploring major news broadcasting websites,
we picked six news categories to be used as classes in the
classification algorithm. To determine the possible nationality
of a twitter user, we trained a model to map set of users’
available data (such as language, time zone, and location) to
the most-likely country. We applied Multinomial Naïve Bayes
classification algorithm to classify all input data and extract
the distribution of tweets over the six categories. We also
proposed an online resource to automatically collect train-
ing data set. To overcome the challenge of multilingualism,
we preferred to translate all data (training and input) to a single
language.

By applying the proposed framework to a sample of 17 M
tweets, we computed cultural distance between 22 countries.
Our model mapped more than 51% of the tweets to one of
the selected countries. Our analysis showed that more than
46% of tweets were retweets and it reaches as high as 88%
in Thailand. The text classification algorithm maintained a
relatively high accuracy for most of the countries (with an
average close to 88%) considering the classification challenges
of this study (short, informal, multilingual, and the broad
context of tweets).

Correlation analysis found four strong connections among
the cultural indicators of this study and Hofstede’s cultural
scores: Tendency of users toward Art and Entertainment news
is correlated with the power distance (coefficient of −0.62)
and individualism index of Hofstede (coefficient of 0.72). This
tendency is also in negative correlation with the tendency
toward political news (coefficient of −0.55). Tendency of users
toward scientific news is in negative correlation with sports
category (coefficient of −0.661).

We evaluated the final results of our framework by cor-
relating cultural distances computed based on the results of
this study and cultural distances based on Hofstede’s cultural
scores. We did this separately for each of the selected countries
and interestingly, all of them showed a positive correlation
(with an average of 0.46). This remark can be interpreted as a
proof of concept or legitimacy of our proposed framework
in mining social networks in conducting a cross-cultural
research. While in this paper, we only used an automated
model to discuss the cultural differences and similarities of our
results, it is needless to say that other methods of interpretation
can be used to discuss results of distribution and cultural
distances.

Finally, we like to explore different aspects of our method
of data collection in regards to the above-mentioned issues.
By collecting data from social networks, there was no require-
ment to find participants from different nations using time- and
energy-consuming methods. Our main difficulty in accessing
people from different nations was the problem of detecting
country of a user, which we handled using a classification
model. Our number of samples (225 K per country, in average)
cannot be compared to the previous cross-cultural studies (less
than 1200 samples per country). While we translated all input
data to a target language, this translation was merely on the
content and not on the questions. Furthermore, since the users
of social networks are acting in their normal state, we have no
reason to believe that positive self-enhancement illusion has
an impact on social networks.

The proposed framework can be used as a technical or
abstract framework to perform cross-cultural studies by mining
social networks data. Future cross-cultural works need to
design and use mining/analysis models to extract cultural fea-
tures from social networks with respect to their research ques-
tions. In addition, computer scientists can improve precision
of our models in detecting country of a user or classification
of a tweet.
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