
احتمالات نظریه بر ای مقدمه
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١۴٠۴ آذر ١٨

مقدمه ١

هم اگر امروزه کنند. تعیین دقیق طور به را ذره Έی حرکت بر حاکم معادلات توانند ͳم ال΋ترومغناطیس و ͳکوانتوم Έانی΋م ،ͳنیوتن Έانی΋م

کنیم. حل را معادلات این سازی شبیه و عددی های روش با و رایانه از استفاده با توانیم ͳم کنیم حل را معادلات این نتوانیم ͳتحلیل صورت به

سمت به ذرات از زیادی ͳخیل تعداد برای و آید ͳم پایین سرعت به شود ͳم زیاد ذرات تعداد که ͳوقت معادلات این دقیق حل برای ما توانایی

حرکت ͳسرعت چه با و هستند کجا هستند اتاق هوای در که ͳاکسیژن و نیتروژن مول΋ولهای از کدام هر که بΎوییم توانیم ͳنم ما کند. ͳم میل صفر

قرار ͳجهت چه در هستند، کجا آب لیوان Έی درون مول΋ولهای از هرکدام که بΎوییم توانیم ͳنم باشند. کجا بعد لحظه Έی است قرار و کنند ͳم

در آیا اکتیو رادیو هسته Έی دانیم ͳنم دارند. تماس آب دیΎر مول΋ول چند با لحظه هر در هرکدام چرخندو ͳم خود دور ͳسرعت چه با و اند گرفته

کند؟ ͳم صادر خود از آلفا ذره تا چند دقیقا آینده ساعت Έی در که دانیم ͳنم بعد؟ لحظه Έی یا کند ͳم صادر آلفا ذره Έی خود از لحظه این

شوند؟ ͳم Έنزدی هم به چقدر دارند؟ سرعت چقدر است؟ چقدر شان میانگین رفتار هوا و آب های مول΋ول که بدانیم خواهیم ͳم وجود این با

ͳم تشعش΄ خود از آلفا ذره چند ساعت Έی در متوسط طور به رادیواکتیو اتم Έی که بدانیم خواهیم ͳم کنند؟ ͳم وارد فشار ها دیواره به چقدر

اگر است آماری Έانی΋م نامش جدید علم این بیابیم. توانیم ͳم احتمال و آمار قوانین و Έفیزی ͳاصل قوانین ترکیب با را سوالها این ΁پاس کند؟

و ͳشناس جمعیت از مختلف، مسایل از ͳبزرگ طیف در بل΋ه خورد ͳنم Έفیزی مسایل درد به تنها گیریم ͳم یاد علم این در که هایی روش چه

زیر سوال چند به مثال عنوان به کنیم. استفاده گیریم ͳم یاد جدید علم این در که آنچه از توانیم ͳم بیماریها رشد و Έٰژنتی تا گرفته بیمه و اقتصاد
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دهیم: ΁پاس آنها به که گرفت خواهیم یاد درس این پایان در که کنیم ͳم توجه

از ای ذره هیچ اول دقیقه ده در اینکه احتمال کند. ͳم ساط΄ خود از آلفا ذره ٨٠ متوسط طور به ساعت Έی در رادیواکتیو هسته Έی ‐ Έی

است؟ چقدر نکند ساط΄ خود

ایجاد مربع متر ͳسانت ١ مساحت به ͳسوراخ شود، ͳم نگهداری معین فشار و دما در که ͳاتم تک مول΋ولهای از ظرف Έی دیواره در ‐ دو

یابد؟ کاهش اولیه مقدار نصف به ظرف درون فشار که کشید خواهد طول چقدر شده.

درصد ٢ روز Έی در سرورها از Έی هر افتادن کار از احتمال شوند. ͳم ذخیره سرور تا سه روی ها داده همه کامپیوتری، شرکت Έی در ‐ سه

در اینکه احتمال کنیم. بازیابی را سرور آن روی رفته دست از های داده دیΎر، سرور دو از استفاده با توانیم ͳم سرور هر افتادن کار از با است.

است؟ چقدر بروند، بین از ها داده همه روز Έی

تماس دیΎر تن ده با شخص هر روز هر در اگر اند. شده مبتلا مسری بیماری Έی به مردم درصد ١٠ مشخص، جمعیت با شهر Έی در چهار‐

شوند؟ بیمار شهر مردم همه که کشید خواهد طول مدت چه کند، منتقل آنها به را اش بیماری درصد ٣٠ احتمال با و باشد داشته

بعد درس در و شویم ͳم آشنا احتمال و آمار مقدمات با درس این در کرد. طرح نیز دیΎر های رشته از بسیاری در توان ͳم سوالها نوع این از

مختلف های دانش از ͳمتنوع بسیار های شاخه برای گیریم ͳم یاد درس دو این در که آنچه گیریم. ͳم یاد را ͳتصادف یا ای کاتوره فرایندهای نیز

بود. خواهند مفید
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احتمال نظریه اصول ٢

. (١٩٠٣ ‐ ١٩٨٧) روس ریاضیدان کولموگروف، آندره :١ ش΋ل

کامپیوتر علوم ریاضیات،  از ͳاساس شاخه چندین در تاثیرگذاران و پیشΎامان از ͳ΋ی روس، برجسته ریاضیدان کولموگوروف، نی΋ولایویچ آندره

او واق΄ در است. داشته ͳتابع آنالیز نظریه و جبری، توپولوژی احتمال، نظریه در ای عمده تاثیر او کارهای ریاضیات در است. Έفیزی و

اوست. ابداعات از ͳوریتمΎآل ͳپیچیدگ نظریه ، نیز رایانش ͳمبان در کرد. استوار مح΋م ͳخیل مبنای Έی بر را احتمال نظریه که بود ͳکس

علاقه نیز ͳریاض آموزش به او پیشΎامانه، های پژوهش بر علاوه است. بوده پیشتازانه ها شاره تلاطم در او کارهای ،Έفیزی در بالاخره و

راهنمای استاد و کرده تاسیس علاقمند آموزان دانش برای نیز مدرسه Έی و نوشته مختلف های زمینه در مهم کتاب چندین و داشته فراوان

های شاخه دادن ربط در بفردی منحصر توانایی که ͳکس عنوان به همواره کولموگروف است. بوده خود از پس برجسته ریاضیدانان از چندتن

است. مانده یادها در داشته، ی΋دیΎر به ریاضیات مختلف
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نظریه ͳمبان» عنوان با وی کتاب در ١٩٣٣ سال در روس ریاضیدان ١ کولموگوروف اندره توسط بار نخستین احتمالات نظریه موضوع اصول

S دلخواه مجموعه Έی کنیم. تعریف زیر صورت به را اصول این توانیم ͳم ساده طور به شد. تدوین شناسیم ͳم امروزه که ͳل΋ش به ٢ احتمال»

زیر صورت به P تابع Έی گیریم. ͳم نظر در را P(S) ͳیعن آن های زیرمجموعه تمام مجموعه و گوییم ͳم ٣ نمونه فضای آن به که

P : P(S) −→ R+ (١)

باشند: برقرار زیر شرایط هرگاه شود، ͳم نامیده احتمال تابع Έی

i) P (ϕ) = 0

ii) P (S) = 1

iii) P (A ∪B) = P (A) + P (B)− P (A ∩B) ∀ A, B ⊂ S. (٢)

A هم که است رویدادی A ∩B و B یا افتد ͳم اتفاق A یا که است رویدادی A ∪B بنابراین گوییم. ͳم ۴ رویداد Έی S از زیرمجموعه هر به

از کمتر شماره Έی آن در که است رویدادی A = {1, 2, 3, 4} آنگاه باشد، S = {1, 2, 3, 4, 5, 6} اگر مثال عنوان به .B هم و افتد ͳم اتفاق

رویدادی A∪B = {1, 2, 3, 4, 6} صورت این در افتد. ͳم اتفاق زوج شماره Έی آن در که است رویدادی B = {2, 4, 6} و افتد ͳم اتفاق 5

اتفاق ۵ از کمتر زوج عدد Έی که است رویدادی A ∩B = {2, 4} و دهد رخ زوج عدد Έی اینکه یا دهد رخ ۵ از کمتر عدد Έی یا که است

افتد. ͳم

باشیم: داشته اگر خوانیم ͳم ۵ مجزا را B و A رویداد دو

A ∩B = ϕ (٣)

داریم: رویدادهایی چنین برای

P (A ∪B) = P (A) + P (B). (۴)

ندارند. P : S −→ R+ تابع به ͳربط و شوند ͳم مشخص ها مجموعه خود خصوصیات به توجه با فقط مجزا رویدادهای

Andrei Nikolaevich Kolmogorov١

Foundations of Probability Theory٢

Sample Space٣

Event۴

Disjoint۵
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هستند. مجزا ͳاحتمال تابع هر با رویداد دو این هستند. مجزا رویداد دو B = {4, 5, 6} و A = {1, 2, 3} رویداد دو مثال: n

ͳشرط احتمال n

کنیم: ͳم تعریف زیر صورت به را احتمال این دهیم. ͳم نشان P (A|B) با را باشد داده رخ B اینکه بر مشروط دهد رخ A که این احتمال

P (A|B) :=
P (A ∩B)

P (B)
(۵)

بفهمیم: زیر صورت به آن ͳبازنویس با توانیم ͳم نیز را تعریف این شهودی دلیل

P (A ∩B) = P (A|B)P (B). (۶)

B شرط به A سپس و دهد روی B نخست اینکه احتمال با است برابر B هم و دهد روی A هم اینکه احتمال که کند ͳم بیان واق΄ در رابطه این

داشت: خواهیم مستقل رویداد دو برای رابطه این به توجه با دهد. رخ

P (A|B) =
P (A)P (B)

P (B)
= P (A) (٧)

این هم رابطه این نتایج از دیΎر ͳ΋ی ندارد. A دادن رخ احتمال در تاثیری هیچ B دادن رخ که معنا این به داریم، انتظار که است چیزی همان که

که است

P (S|B) =
P (S ∩B)

P (B)
=

P (B)

P (B)
= 1 (٨)

داریم چنین هم است. ΀واض آن شهودی معنای که

P (B|S) = P (B ∩ S)

P (S)
=

P (B)

P (S)
=

P (B)

1
= P (B). (٩)

دارد. ͳروشن شهودی معنای بازهم که

مستقل رویدادهای n
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باشیم: داشته اگر شوند، ͳم نامیده مستقل B و A رویداد دو دارند. فرق ۶ مستقل رویدادهای با البته مجزا رویدادهای

P (A ∩B) = P (A)P (B). (١٠)

ها. مجموعه خود خواص روی از فقط نه و شوند ͳم تعریف احتمال تابع به توجه با مستقل رویدادهای بنابراین

رویداد Έی متمم n

دهد. ͳنم روی A آنگاه دهد روی A هرگاه گه است این معنای به که است A = S −A رویداد A رویداد Έی متمم

P (A) = 1− P (A) (١١)

مشخص چΎونه تابع این که این شود. ͳم مشخص ای ضابطه چه مبنای بر تابع این که ایم نگفته اما ایم. گفته را احتمال تابع خواص فقط کنون تا

درصدی چه در که ببینیم و کنیم تکرار زیادی بسیار تعداد به را آزمایش Έی که است این راه ترین رایج شود. ͳم مشخص تجربه با فقط شود ͳم

بنویسیم: توانیم ͳم ترتیب این به است. داده رخ A پیشامد ها آزمایش این از

P (A) := lim
N−→∞

NA

N
, (١٢)

است نهایت بی که نظر مورد حد به توجه با است. داده رخ A پیشامد که است ͳدفعات کل تعداد NA و ها آزمایش کل تعداد N آن  در که

هر غیاب در که است این شود ͳم انجام که آنچه عمل در برد. پی احتمال تابع دقیق مقدار به تجربی نظر از توان ͳنم هیچΎاه که است مسلم

به را احتمال تابع ترتیب این به اند. مستقل هم از و اند احتمال هم A پیشامدِ) (یا زیرمجموعه Έی اعضای تمام که کنیم ͳم فرض ͳترجیح نوع

کنیم: ͳم تعریف زیر صورت

P (A) :=
|A|
|S|

(١٣)

بتوانیم که است آن احتمال تابع تعریف نیاز پیش ترتیب این به هستند. S ی مجموعه و A مجموعه زیر های اندازه ترتیب به |S| و |A| آن در که

ͳم ٧ ترکیبیات آن به که شود ͳم انجام ریاضیات از ای شاخه در کار این کنیم. پیدا مجموعه Έی اعضای تعداد شمارش برای مناسبی سازوکار

آماری Έانی΋م در که احتمال مسایل از بسیاری برای که کنیم ͳم هم تاکید و کرد خواهیم موضوع این به ͳکوتاه ͳخیل اشاره بعد بخش در گوییم.

نداریم. ͳترکیبیات پیشرفته های روش به جدی نیاز پردازیم، ͳم آنها به

Independent۶

Combinatorics٧
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احتمال تابع برای گیریم. ͳم نظر در را B = {4, 5, 6} و A = {1, 2, 3} مجزای رویداد دو مثال: n

P : {1, 2, 3, 4, 5, 6} −→ {1
6
,
1

6
,
1

6
,
1

6
,
1

6
,
1

6
} (١۴)

زیرا نیستند مستقل رویداد دو این

P (A ∩B) = P (ϕ) = 0, P (A) =
1

2
, P (B) =

1

2
. (١۵)

A اگر که چون نیستند مستقل چرا اتفاق دو این که است معلوم هم شهودی نظر از نیست. برقرار آنها برآی (١٠) رابطه رابطه اینکه ͳیعن

ِ احتمال تابع با رویداد دو همان اما است. نیفتاده اتفاق B که شد خواهیم مطمئن باشد افتاده اتفاق

P : {1, 2, 3, 4, 5, 6} −→ {0, 0, 0, 1
3
,
1

3
,
1

3
} (١۶)

ͳنم اتفاق اصلا A ͳیعن رویدادها این از ͳ΋ی که است این هم اش شهودی دلیل است، برقرار آنها برای (١٠) رابطه چون هستند، مستقل

افتد.

ترکیبیات در ساده قوانین ͳبعض ٣

بنابراین دارند. سروکار مشخص قیدهای به توجه با مجازی) یا ͳحقیق) اشیای دسته Έی چینش مم΋ن های راه شمارش با عموما احتمالات مسایل

سخت ͳکم مسایل تدریج به کنیم ͳم ͳسع سپس . کنیم ͳم شروع ساده شمارش Έی با را خود کار است. مفید شمارش قوانین از ͳبعض دانستن

. ببریم بالا ترکیبیات در و شمارش در را خود مهارت و کنیم حل نیز را تر

بچینیم؟  هم کنار ردیف Έی در را ها گوی این توانیم ͳم طریق چند به دارد. فرق هم با آنها همه رنگ که داریم گوی N تعداد :Έی مثال n

برای نهایتا و انتخاب N − گوی 1 دومین دادن قرار برای داریم، انتخاب N گوی  اولین دادن قرار برای دانیم: ͳم همه را سوال این ΁پاس

از: است عبارت داریم اختیار در که راههایی کل تعداد بنابراین داریم. انتخاب Έی نیز گوی آخرین دادن قرار

Q = N(N − 1)(N − 2) · · · 2.1 = N ! (١٧)

٧



است. بوده ترکیبیات نظریه پیشΎامان از ͳ΋ی که (١٧٠٠ ‐ ١٧٨٢) هلندی فیزی΋دان و ریاضیدان ͳبرنول دانیل : :٢ ش΋ل

تاست. N2 آبی های گوی تعداد و N1 قرمز گوهای تعداد اند. شده تش΋یل آبی و قرمز رنگ دو از ها گوی که کنیم فرض حال دو: مثال n

N1 توانیم ͳم طریق چند به پرسیم ͳم سوال این به دادن ΁پاس برای بچینیم؟ هم کنار ردیف Έی در را ها گوی این توانیم ͳم طریق چند به

اش ΁پاس دهیم؟ قرار را آبی های گوی ها خانه بقیه در و دهیم قرار را قرمز های گوی آنها در و کنیم انتخاب را خانه N1 +N2 از خانه

N1 +N2 − 2 گوی سومین برای و انتخاب N1 +N2 − 1 ͳدوم برای انتخاب، N1 +N2 قرمز گوی اولین دادن قرار برای است. ساده

آبی های گوی که آنجا از دهیم. ͳم قرار مانده ͳباق جاهای در را آبی ی ها گوی بقیه قرمز. گوی اخرین تا ترتیب همین به و داریم انتخاب

ها توپ های جایΎشت تعداد بر را آمده بدست عدد بایست ͳم تکرار از جلوگیری برای هستند هم مثل همه نیز قرمز ها گوی و هم مثل همه

با است برابر ها راه کل تعداد بنابراین کنیم. تقسیم نوع هر از

Q =

(
N1 +N2

N1

)
=

(N1 +N2)!

N1!N2!
(١٨)

٨



Nk ترتیب همین به و (آبی)، دوم رنگ توپ N2 (قرمز)، اول رنگ نوع N1 داریم. توپ رنگ k تعداد که کنید فرض حال سه: مثال n

با: است برابر ها توپ این چیدن های حالت کل تعداد حالت این در داریم. (سبز) ام k رنگ از توپ

Q =
(N1 +N2 + · · ·Nk)!

N1!N2! · · ·+Nk!
(١٩)

طریق چند به گیرد. ͳم جای کتاب ͳدلخواه تعداد خانه هر در که کنید فرض است. خانه N دارای که داریم کتاب قفسه Έی چهار: مثال n

بچینیم؟ قفسه این در متفاوتند باهم همه که را کتاب M توانیم ͳم

نیز کتاب سومین برای داریم، انتخاب تعداد همین نیز کتاب دومین برای داریم. انتخاب N کتاب اولین برای است. ساده سوال این ΁پاس

با: است برابر هایمان انتخاب تعداد بنابراین اخر. ͳال و داریم انتخاب تعداد همین

Q = NM . (٢٠)

چید؟ قفسه این در را ها کتاب توان ͳم طریق چند به صورت این در هستند. ی΋سان باهم همه ها کتاب که کنید فرض حال پن;: مثال n

تا N +M − 1 تعداد کنیم: نگاه مسئله این به صورت این به توانیم ͳم داریم. ساده ابتکار Έی به احتیاج سوال این به دادن ΁پاس برای

΁پاس دهیم: انجام را کار این توانیم ͳم طریق چند به .(٣) ش΋ل بزنیم. رنگ سفید رنگ با را آنها از تا N − 1 خواهیم ͳم و داریم گوی

است: ساده

Q =

(
N +M − 1

N − 1

)
=

(N +M − 1)!

M !(N − 1)!
(٢١)

گروه در توان ͳم صورت چند به را تایی M مجموعه  Έی اعضای که است این افراز مسئله صورت شود. ͳم شناخته ٨ افراز مسئله نام به مسئله این

باشند. داشته بر در را اعضا آن از ͳدلخواه تعداد توانند ͳم کدام هر ها مجموعه زیر این داد. قرار ها مجموعه زیر از هایی

Partitioning Problem٨

٩



1

2

3
4

5 6

1 2 3 4 5 6

رنگ به را آنها و کرده انتخاب گوی M + N − 1 میان از را گوی N − 1 توان ͳم طریق چند به که این با است معادل افراز مسئله :٣ ش΋ل

زد. رنگ ͳمتفاوت

ͳتصادف متغیرهای ۴

ͳم نسبت عدد Έی نمونه فضای Έی از عضو هر به ͳتصادف متغیر است. ͳتصادف متغیر مفهوم ابداع احتمال نظریه در ابداعات ترین مهم از ͳ΋ی

داریم: دهیم، نشان X با را ͳتصادف متغیر اگر بنابراین ندارد. ͳمحدودیت هیچ دادن نسبت این شیوه الاصول ͳعل دهد.

X : S −→ R (٢٢)

درباره داری معنا صورت به بتوانیم ما شود ͳم باعث کار این کند. ͳم جایΎزین عدد با را پیشامدها که است این کند ͳم ͳتصادف متغیر که کاری

خط و شیر روی دو که بΎیرید نظر در را ای س΋ه مثلا عنوان به توانستیم. ͳنم ͳتصادف متغیر ͳمعرف از قبل که کنیم صحبت رویدادها این متوسط

کنیم تعریف را زیر ͳتصادف متغیر هرگاه دهند. ͳم رخ 1/2 احتمال با کدام هر و شوند ͳم داده نشان ٩ T و H با ͳانگلیس زبان در معمولا که دارد

Heads and Tails٩

١٠



دهیم: نسبت خط و شیر به و

Y : {H,T} −→ {−1, 1} (٢٣)

بنویسیم: و است صفر با برابر آن متوسط مقدار که بΎوییم و بزنیم حرف ͳتصادف مقدار این متوسط مقدار از توانیم ͳم

⟨Y ⟩ =
∑
i

piYi = 0. (٢۴)

از ͳراحت به که داده اجازه ما به ͳتصادف متغیر این ͳمعرف اما کنیم صبحت خط و شیر متوسط از توانستیم ͳنم ͳتصادف متغیر این ͳمعرف از قبل

اعداد از را مقادیرش که زنیم ͳم حرف ͳتصادف متغیر Έی از همواره بعد به این از ترتیب این به کنیم. حساب را آن و بزنیم حرف ͳمتوسط چنین

را گیرد ͳم ͳتصادف متغیر این که مقادیری و دهیم ͳم نشان X مثل ͳحروف با را مقادیرش مجموعه و ͳتصادف متغیر خود کند. ͳم انتخاب ͳحقیق

داریم: بنابراین دهیم. ͳم نشان Έکوچ حروف با

S = {s1, s2, · · · , sN} −→ X = {x1, x2, · · · , xN} (٢۵)

شود ͳم تعریف ͳنامنف اعداد سوی به X مجموعه از احتمال تابع نتیجه در

P : X −→ R+ ∪ 0. (٢۶)

داریم است گسسته ͳتصادف متغیر که ͳوقت

P (xi) ≥ 0
∑
i

P (xi) = 1. (٢٧)

داریم است پیوسته متغیر این که ͳوقت و

P (x) ≥ 0

∫
dxP (x) = 1, (٢٨)

را مقدارش ͳتصادف متغیر که است این احتمال P (x)dx معنای جا این در شود. ͳم تغیین ͳتصادف متغیر نوع به توجه با انتگرال حدود آن در که

داریم بنابراین کند. اختیار x+ dx تا x فاصله در

Prob(a ≤ x ≤ b) =

∫ b

a

dxP (x) (٢٩)

کند. اختیار b و a بین مقداری ͳمتغیرتصادف که است این احتمال Prob(a ≤ x ≤ b) آن در که

١١



متغیر Έی T جا این در کند. ͳم ساط΄ خود از T زمان در را α ی ذره اولین هسته این بΎیرید. نظر در را رادیواکتیو هسته Έی :١ مثال n

با برابر را شود ساط΄ t+ dt و t بین زمان در ذره اولین که این احتمال کند. ͳم اختیار [0, ∞) ی بازه در را مقادیرش که است ͳتصادف

گیریم. ͳم P (t)dt

کند ͳم ساط΄ خود از که آلفایی ذرات تعداد شود. ͳم مشاهده ساعت Έی مدت به که بΎیرید نظر در را رادیواکتیو هسته همین :٢ مثال n

کند. ͳم اختیار SK = {0, 1, 2, 3, · · ·} گسسته ی مجموعه از را مقادیرش که است K ͳتصادف متغیر Έی

در نیز دو هر و کنند ͳم ش΋ار را ها خرگوش ها روباه کنند. ͳم ولد و زاد و ͳزندگ مزرعه Έی در روباه و خرگوش مجموعه Έی :٣ مثال n

آنگاه دهیم نشان NF (t) با لحظه هر در را ها روباه تعداد و NR(t) با سال هر در را ها خرگوش تعداد اگر هستند. ͳطبیع مرگ معرض

ͳتصادف متغیرهای این ͳزمان تغییر کنند. ͳم تغییر زمان با پیوسته صورت به که هستند ای گسسته ͳتصادف متغیرهای NF (t) و NR(t)

. ١٠ شود. ͳم نامیده Έاستوکاستی یا ͳتصادف فرایند Έی

١١ احتمال: توزیع تابع n

شود: ͳم تعریف زیر صورت به خواهیم  F (x) احتمال توزیع تابع

F (x) =

∫ x

−∞
P (x′)dx′. (٣٠)

است: روشن بالا ی رابطه روی از F (x) معنای P (x) := dF (x)
dx . داشت خواهیم باشد، پذیر مشتق احتمال توزیع تابع که هرگاه

F (x) = Prob(X ≤ x). (٣١)

ͳتصادف متغیر Έی گشتاورهای ١ . ۴

است کمیت Έی متوسط همان گشتاور ترین ساده است. آن ١٢ های گشتاور توزیع تابع Έی و ͳمتغیرتصادف Έی های مشخصه مهمترین از ͳ΋ی

شود. ͳم تعریف زیر صورت به که

⟨X⟩ =
∑
i

xiP (xi) ⟨X⟩ =
∫

dxxP (x) (٣٢)

Stochastic Process١٠

Cumulative Distribution Function١١

Moments١٢

١٢



P (x) = رابطه در ͳیعن باشد فرد که ͳتوزیع تابع هر مثال عنوان به باشند. داشته ͳسان΋ی متوسط است مم΋ن مختلف توزیع توابع که است ΀واض

صورت به گشتاورها این باشند. داشته فرق هم با بالاتر مرتبه گشتاورهای در توانند ͳم توابع این اما است. صفر اش متوسط کند، صدق −P (−x)

شوند: ͳم تعرف زیر

⟨Xk⟩ :=
∑
i

xk
i P (xi) ⟨Xk⟩ :=

∫
dxxkP (x) (٣٣)

دارد. میانگین مقدار حول خیز و افت چقدر ͳتصادف متغیر بفهمیم که کند ͳم Έکم گشتاور این است. دوم گشتاور گشتاورها ترین مهم جمله از

⟨X2⟩ =
∑
i

xi
2P (xi) ⟨X2⟩ =

∫
dxx2P (x) (٣۴)

کنیم ͳم حساب را زیر کمیت خیز و افت محاسبه برای

σX :=
√

⟨X2⟩ − ⟨X⟩2 (٣۵)

است: زیر کمیت با برابر شود ͳم معلوم ساده محاسبه Έی با که

σX
2 = ⟨(X − ⟨X⟩)2⟩ (٣۶)

بزرگ σX که چه هر است. خیز و افت مقدار دهنده نشان کمیت این چرا که دهد ͳم نشان نامند، ͳم نیز ١٣ واریانس را آن که اخیر عبارت

است. شده بیشتری خیز و افت دچار بنابراین و کرده اختیار خود متوسط مقدار از را دورتری مقادیر ͳمتغیرتصادف که معناست این به باشد تر

ͳتصادف متغیر Έی به مربوط مولد تابع ٢ . ۴

دارد؟ وجود جا Έی صورت به آنها همه محاسبه برای تری ساده راه اینکه یا کرد حساب Έی به Έی را ͳتصادف متغیر Έی گشتاورهای باید آیا

گوییم: ͳم ͳتصادف متغیر آن به مربوط ١۴ مولد تابع آن به که کنیم ͳم محاسبه را ͳکمیت کاری چنین برای است. مثبت سوال این ΁پاس خوشبختانه

Z(t) :=
∑
x

eitxP (x). (٣٧)

Variance١٣

Generating Function١۴
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بالا رابطه همین از کنیم. محاسبه Έی به Έی را ͳتصادف متغیر گشتاورهای توانیم ͳم آن از ͳمتوال گیری مشتق با کنیم، محاسبه را تابع این اگر

برقرارهستند: زیر روابط که است معلوم

Z(0) = 1 Z ′(0) = i⟨X⟩ Z (0) = i2⟨X2⟩, (٣٨)

ͳکل طور به و

Z(k)(0) = ik⟨Xk⟩. (٣٩)

محدودی تعداد ͳتصادف متغیر که ͳوقت بخصوص بریم، ͳم ب΋ار مولد تابع تعریف برای که متغیری مولد: تابع متغیر باره در نکته Έی n

صورت به را مولد تابع توان ͳم مثلا شود. انتخاب ͳل΋ش هر به تواند ͳم کند، ͳم اختیار مقدار

Z(s) =
∑
x

sxP (x), (۴٠)

داشت: خواهیم صورت این در که کرد تعریف

Z(s = 1) = 1, Z ′(s = 1) = ⟨X⟩, Z”(s = 1) = ⟨X2⟩ − ⟨X⟩. (۴١)

باشیم. آورده بدست را (۴٠) رابطه و eit = s باشیم داده قرار (٣٧) رابطه در که است این مثل واق΄ در

به اینکه آن و کنیم اشاره نکته Έی به باید آن از قبل اما شد. خواهیم آشنا آنها مولدهای و مشهور توزیع توابع از نمونه چند با بعدی های بخش در

به توان ͳم را گسسته توزیع تابع Έی واق΄ در کنیم. مطالعه واحد چارچوب Έی در ͳΎهم را پیوسته و گسسته توزیع توابع توانیم ͳم صوری لحاظ

کرد: تبدیل پیوسته توزیع تابع Έی به دیراک دلتای تابع از استفاده با و زیر ش΋ل

P (x) =
∑
i

P (xi)δ(x− xi) (۴٢)

ͳم نشان نیز رابطه همین و کنیم تعریف زیر ش΋ل به را مولد تابع توانیم ͳم بΎیریم نظر در پیوسته توزیع تابع توانیم ͳم را توزیع توابع همه که حال

شود. ͳم تبدیل ͳقبل تعریف همان به گسسته ͳتصادف متغیرهای برای مولد تابع از تعریفمان چΎونه که دهد

Z(t) :=

∫
dx eitxP (x) =

∫
dxeitx

∑
j

P (xj)δ(x− xj) =
∑
j

eitxjP (xj) (۴٣)

ͳمتغیرتصادف رفتار مورد در زیادی حرف توان ͳنم توزیع تابع دانستن بدون و دارد ͳبستگ آن توزیع تابع به ͳمتغیرتصادف Έی خواص از ͳخیل

شان کلیت دلیل به قضایا این برقرارند. آنها توزیع تابع ش΋ل از مستقل ͳتصادف متغیر هر برای که دارند وجود قضایا از ͳبعض میان این در گفت.

١۴



را قضیه دو این است. کرده ثابت و طرح را آنها ١۵ چبیشف ͳپافنوت بار نخستین که هستند قضایایی نوع این از مهم لم یا قضیه دو دارند. اهمیت

کنیم. ͳم ͳمعرف بعدی بخش در

چبیشف های لم ٣ . ۴

دارد. اهمیت آنها یادگیری و دارند ͳوسیع ͳخیل کاربرد دامنه ها لم این داریم. احتمال نظریه در ساده ͳخیل لم دو به احتیاج خود بحث ادامه برای

چبیشف: اول نامساوی : اول لم n

دراین . کند ͳاختیارم {p1, p2, · · · , pN} بااحتمالات را {x1, x2, · · · , xN} مثبت مقادیر X ͳمتغیرتصادف که کنید فرض : الف

،α مثبت هرعدد ازای به صورت

P (X ≥ α) ≤ X

α
(۴۴)

است. X ͳتصادف متغیر متوسط X درآن که

: اثبات n

P (X ≥ α) =

∞∑
x=α

P (x) ≤
∞∑

x=α

x

α
P (x) ≤ X

α
. (۴۵)

باشد. بزرگتر X از α که دهد ͳم دست به ارزشمندی اطلاعات ͳوقت فقط چبیشف قضیه که است روشن

: چبیشف دوم نامساوی : دوم لم n

k هرعدد ازای به صورت این در کند. ͳم اختیار ͳمنف یا مثبت دلخواه مقادیر X ͳمتغیرتصادف که کنید فرض حال

P ((X −X)2 ≥ k2σ2
x) ≤

1

k2
. (۴۶)

.T = σ2
x که دانیم ͳم ضمناً کند. ͳم اختیار را مثبت مقادیر متغیرفقط این گیریم. ͳدرنظرم را T = (X −X)2 ͳتصادف متغیر : اثبات

داریم: الف قسمت از

P (T ≥ α) ≤ T

α
. (۴٧)

Pafnuty Chebyshev١۵
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آوریم: ͳم بدست k2σ2
x قراردهیم اخیر درنامساوی α جای به هرگاه

P ((X −X)2 ≥ k2σ2
x) ≤

σ2
x

k2σ2
x

=
1

k2
. (۴٨)

نوشت: توان ͳم نیز زیر ش΋ل به را نامساوی این

P (|X −X| ≥ kσx) ≤
1

k2
, (۴٩)

ͳتصادف متغیر Έی از ͳتابع ۵

آنجا از .Y = X2 +X + 3 مثلا باشد، X متغیر از مشخص تابع Έی Y و باشد، PX(x) توزیع تابع با ͳتصادف متغیر Έی X که کنید فرض

آید؟ ͳم بدست چΎونه و چیست Y احتمالات توزیع تابع که پرسیم ͳم خود از بود. خواهند ͳتصادف نیز Y مقادیر هستند، ͳتصادف X مقادیر که

فاصله در X اینکه احتمال با است برابر باشد، شده داده نشان فاصله در Y که این احتمال که است ΀واض گیریم: ͳم نظر در را  (۴) ش΋ل نخست

بنابراین گیرد. قرار متناظر های

PY (y)dy = PX(x)dx −→ PY (y) = PX(x)
dx

dy
. (۵٠)

بنویسیم که است آن صحیح رابطه این بنابر باشد. ͳمنف dx
dy است مم΋ن اینکه آن و دارد وجود اش΋ال Έی رابطه این در اما

PY (y)|dy| = PX(x)|dx|, (۵١)

با متناظر Y از مقدار هر که است مم΋ن زیرا نیست کامل نیز بالا رابطه ͳول بΎیرد. بر در نیز را است ͳنزول Y = f(X) تابع که را مواردی تا

است: زیر ش΋ل به کامل رابطه بنابراین باشد، X از مقدار چندین

PY (y)|dy| =
∑
i

PX(xi)|dxi| (۵٢)

نوشت. نیز گویاتری و تر فشرده ش΋ل به توان ͳم را رابطه این کنند. ͳم صدق y = f(xi) ی رابطه در که است هایی xi تمام روی جم΄ آن در که

کنیم: توجه دیراک دلتای تابع از خاصیت این به که است ͳکاف

δ(y − f(x)) =
∑
i

δ(x− xi) |
dx

dy
|x=xi (۵٣)

١۶



X

Y

dy

dx

دارد. وجود PY (y)dy = PX(x)dx ساده رابطه است، صعودی Y = f(X) تابع که ͳوقت :۴ ش΋ل

بنابراین کنند. ͳم صدق y = f(xi) رابطه در که است هایی xi تمام روی جم΄ آن در که

PY (y) =
∑
i

PX(xi) |
dx

dy
|x=xi=

∫
PX(x)δ(y − f(x))dx (۵۴)

ͳکل طور به بنابراین ایم. گرفته متوسط δ(y − f(x)) تابع از که است این مثل که

PY (y) = ⟨δ(y − f(X))⟩. (۵۵)

١٧



چندتایی ͳتصادف متغیرهای ۶

که کنید فرض است؟ چقدر دهد نشان را ٣ عدد دوم مهره و ۴ عدد اول مهره اینکه احتمال بغلتانیم. زمین روی باهم را تاس مهره دو که کنید فرض

است؟ چقدر باشد ١٢ و ١٠ بین او ͳریاض نمره و ١۶ و ١۵ بین او علوم نمره اینکه احتمال کنیم. نگاه را آموز دانش Έی کارنامه ͳتصادف طور به

مختصه معین لحظه Έی در اینکه احتمال بΎیرید. نظر در را گاز Έی از مول΋ول Έی هستند. دوگانه ͳتصادف متغیرهای از هایی نمونه ها این

روبرو گانه سه ͳتصادف متغیر Έی با اینجا در است؟ چقدر باشد (z, z + dz) و (y, y + dy) ، (x, x+ dx) های بازه در ذره این ͳان΋م های

ͳول کنیم ͳم دوگانه ͳتصادف متغیرهای به محدود را خود ͳسادگ برای کرد. تعریف را چندگانه ͳتصادف متغیرهای توان ͳم ͳکل طور به هستیم.

تابع معنای به نخست است. ساده و سرراست ͳخیل آنها تعمیم برقرارند. نیز چندگانه ͳتصادف متغیرهای برای تمام ͳسادگ به گوییم ͳم که آنچه هر

کند. اختیار را yj مقدار Y ͳتصادف متغیر و xi مقدار X ͳتصادف متغیر که کند ͳم بیان را این احتمال تابع این کنیم: ͳم توجه P (xi, yj) توزیع

را ͳابهام نوع هر است مم΋ن نوشتن نوع این بنویسیم. PX,Y (xi, yj) ش΋ل به را تابع این باید دهیم خرج به وسواس و دقت بخواهیم ͳخیل اگر

و بیند ͳم روابط همه زمینه در را Y و X ͳتصادف متغیرهای نوع که کنیم ͳم اعتماد خواننده به عوض در ارزد. ͳنم اش زحمت به ͳول کند رف΄

است: زیر صورت به بهنجارش رابطه طبیعتا ͳتصادف متغیرهای برای نویسم. ͳم را ͳتصادف متغیرهای نوع باشد داشته ضرورت ͳوقت ∫فقط
dx

∫
dyP (x, y) = 1 (۵۶)

بنابراین است. دیΎر ͳتصادف متغیر برای احتمال توزیع تابع Έی آید ͳم بدست که ͳتابع بΎیریم، انتگرال متغیر Έی مقادیر روی هرگاه

PX(x) =

∫
dyP (x, y) PY (y) =

∫
dxP (x, y). (۵٧)

شوند. ͳم تعریف زیر ش΋ل به نیز گشتاورها

⟨XmY n⟩ =
∫

dx

∫
dyxmynP (x, y) (۵٨)

داشت: خواهیم X = (X1, X2, · · ·XN ) تایی N ͳتصادف متغیر برای کند. ͳم پیدا تعمیم ͳسرراست صورت به نیز مولد تابع

Z(t) :=

∫
eit·xP (x)dx. (۵٩)

آیند. ͳم بدست جزیی مشتقات از استفاده با نیز گشتاورها

هستند. وابسته هم به چقدر ͳتصادف متغیر دو دهد ͳم نشان که است ١۶ کوواریانس مهم های کمیت از ͳ΋ی

Covariance١۶

١٨



Cov(X,Y ) = ⟨(X − ⟨X⟩)(Y − ⟨Y ⟩)⟩ = ⟨XY ⟩ − ⟨X⟩⟨Y ⟩. (۶٠)

ندارند. ی΋دیΎر به ͳربط متغیر دو این خیزهای و افت که معناست این به باشد، صفر با برابر کمیت این اگر واق΄ در

ͳتصادف متغیر چند از ͳتابع ١ . ۶

این در منظور ای پیوسته متغیر هر (مثل بΎیرد. قرار (x, y) نقطه روی شده پرتاب دارت Έی که دهد ͳم را این احتمال توزیع PX,Y (x, y) تابع

چقدر بنشیند مبدا از r فاصله به دارت اینکه احتمال توزیع که اند پرسیده ما از بنشیند.) نقطه این اطراف در بازه Έی در دارت که است این جا

متغیرهای به وابسته که هستیم روبرو R ͳیعن جدید ͳتصادف متغیر Έی با جا این در که است مسلم دهیم؟ ΁پاس باید چΎونه را سوال این است؟

فکر که ͳکم است. PX,Y (x, y) توزیع تابع روی از PR(r) ͳیعن جدید توزیع تابع این کردن پیدا ما هدف است. (X,Y ) ͳیعن ͳقبل ͳتصادف

مشروط شوند اختیار (x, y) که است هایی احتمال تمام مجموع با برابر کند، اختیار را r مقدار R اینکه رسد:احتمال ͳم ذهنمان به زیر جواب کنیم

بنویسیم: توانیم ͳم بنابراین باشد. برقرار r =
√

x2 + y2 ط شر آنکه بر

PR(r) =

∫
dx

∫
dyPX,Y (x, y)δ(r −

√
x2 + y2) (۶١)

نوشت: هم متوسط Έی صورت به را آن توان ͳم که

PR(r) = ⟨δ(r −
√
X2 + Y 2)⟩X,Y . (۶٢)

صورت به ͳقبل ͳتصادف متغیرهای از ͳتابع R مثل جدیدی ͳتصادف متغیر آن در که باشیم روبرو تر ͳکل مسئله Έی با مثال این جای به گاه هر

شود: ͳم محاسبه زیر صورت به جدید توزیع تابع باشد، R = h(X,Y )

PR(r) =

∫
dx

∫
dyδ(r − h(x, y))P (x, y) = ⟨δ(r − h(X,Y ))⟩X,Y . (۶٣)

١٩



احتمال توزیع توابع از نمونه چند ٧

شرطهای  در که ͳتابع هر بهتر عبارت به باشد. Έی با برابر نیز آنها جم΄ و باشد مثبت مقادیر ش که این جز ندارد قیدی هیچ احتمال توزیع تابع Έی

P (x) ≥ 0

∫
dxP (x) = 1 (۶۴)

ملاحظات با و هستند ͳواقع ͳتصادف فرایند Έی کننده توصیف که هستند آنهایی مشهور توزیع توابع اما است. معتبر توزیع تابع Έی کند صدق

کنیم. ͳم ͳبررس را شده شناخته توزیع توابع از تا چند بخش این در شوند. ͳم تعریف شهودی

ای جمله دو توزیع تابع ٧ . ١

این مهم و ͳطبیع سوال Έی دهد. ͳم نشان را خط روی q احتمال با و شیر روی p احتمال با شود ͳم پرتاب ͳوقت که بΎیرید نظر در را ای س΋ه

است ͳدفعات تعداد ͳیعن K ما ͳتصادف متغیر جا این در است؟ چقدر بیاید شیر روی بار k اینکه احتمال کنیم، پرتاب بار N را س΋ه اگر است:

است. ١٧ ای دوجمله توزیع تابع سوال این ΁پاس افتد. ͳم زمین بر س΋ه شیر روی که

PN (k) =

(
N

k

)
pk(1− p)N−k (۶۵)

با: است برابر مولد تابع توزیع این برای

ZK(t) =

∞∑
k=0

etk
(
N

k

)
pkqN−k = (pet + q)N . (۶۶)

آورد: بدست ͳبراحت را زیر های کمیت توان ͳم مولد تابع این از

⟨K⟩ = Np, σK =
√

Npq (۶٧)

ͳم دهد نشان خود از r و q p, های احتمال با c و b, a, حالت سه مثلا دلخواه حالت دو از بیش که باشیم داشته چیزی س΋ه Έی جای به هرگاه

توزیع سوال این ΁پاس است؟ چقدر بدهند رخ بار kc و بار kb بار، ka تعداد به ترتیب به پیشامد سه این احتمال آزمایش بار N در بپرسیم توانیم

با: است برابر که است ای چندجمله

PN (ka, kb, kc) =
N !

ka!kb!kc!
pkaqkbrkc . (۶٨)

Binomial Distribution١٧
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k
<latexit sha1_base64="S3l8nnBLDerjgmOsR9KRP3N3+lk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5rhfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8f09OM8w==</latexit>

PN (k)
<latexit sha1_base64="xGtWzv6tkfyfL9HZywRuEum3wac=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahXspuK+ix6MWTVLAf0C4lm2bb2GyyJFmhLP0PXjwo4tX/481/Y9ruQVsfDDzem2FmXhBzpo3rfju5tfWNza38dmFnd2//oHh41NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjczv/1ElWZSPJhJTP0IDwULGcHGSq1G/648Pu8XS27FnQOtEi8jJcjQ6Be/egNJkogKQzjWuuu5sfFTrAwjnE4LvUTTGJMxHtKupQJHVPvp/NopOrPKAIVS2RIGzdXfEymOtJ5Ege2MsBnpZW8m/ud1ExNe+SkTcWKoIItFYcKRkWj2OhowRYnhE0swUczeisgIK0yMDahgQ/CWX14lrWrFq1Wq9xel+nUWRx5O4BTK4MEl1OEWGtAEAo/wDK/w5kjnxXl3PhatOSebOYY/cD5/AItxjnM=</latexit>

ای دوجمله توزیع تابع :۵ ش΋ل

با: است برابر ͳتوزیع چنین مولد تابع .ka + kb + kc = N که است ͳبدیه البته

ZKa,Kb
(ta, tb) =

∑
ka,kb

etaka+tbkb
N !

ka!kb!(N − ka − kb)!
pkaqkbrN−ka−kb (۶٩)

است: این اش حاصل که کرد ساده توان ͳم را راست طرف

ZKa,Kb
(ta, tb) = (etap+ etbq + r)N . (٧٠)

کنید: حساب را زیر های کمیت شده،  ͳمعرف (۶٨) ی رابطه در که ͳتوزیع تابع برای تمرین: n

⟨KaKb⟩ ⟨KaKc⟩ ⟨KbKc⟩. (٧١)

آزمایش از ͳمعین تعداد در که کند ͳم بیان ای دوجمله توزیع تابع کند. ͳم پیدا تعمیم ١٨ ای چندجمله توزیع تابع به توزیع تابع این که است ͳبدیه

از ͳخاص حدهای ای دوجمله توزیع تابع در گاه هر اند. رسیده معین نتیجه Έی به ها آزمایش از تعداد چه دارند، ͳتصادف حالت دو کدام هر که

Multinomial Distribution١٨

٢١



ͳم نامیده نیز خاص های نام با و دارند اهمیت ͳوسیع ͳتصادف فرایندهای توصیف برای که رسیم ͳم جدیدی توزیع توابع به کنیم نگاه را پارامترها

کنیم. ͳم ͳمعرف را توزیع توابع این بعدی بخش دو در شوند.

پوآسون توزیع تابع ٧ . ٢

کنیم: ͳم آغاز سوال چند با را بخش این

ͳم زیاد و کم ها مشتری تعداد البته شوند. ͳم شما فروشΎاه وارد مشتری تا λ روز هر متوسط طور به هستید. فروشΎاه Έی صاحب شما n

وارد مشتری هیچ است مم΋ن ͳحت اوقات ͳبعض است. کمتر هم اوقات از ͳبعض و مقدار این از بیشتر ها مشتری تعداد اوقات ͳگاه شود.

فروشΎاه به مشتری تا k تعداد اینکه احتمال که پرسید ͳم خود از امروز شود. ایجاد ازدحام است مم΋ن اوقات ͳبعض یا نشود شما فروشΎاه

است. پواسون توزیع سوال این ΁پاس است. صفر با مساوی یا بزرگتر صحیح عدد Έی k است؟ چقدر شوند وارد

احتمال بدانید خواهید ͳم شود. ͳم ساط΄ ماده این از آلفا ذره Έی ͳگاه از هر اید. داشته نگاه ظرف Έی در را رادیواکتیو ماده مقداری n

است. پوآسون توزیع نیز سوال این ΁پاس است؟ چقدر شود ساط΄ آلفا ذره تا k ثانیه t در اینکه

ظرف کف در باران آب متر ͳمیل Έی ثانیه t از پس اینکه احتمال بدانید خواهید ͳم اید. گذاشته آسمان زیر را ͳظرف ͳباران روز Έی در n

است. پوآسون توزیع نیز سوال این ΁پاس است؟ چقدر شود، جم΄

به توان ͳم را بالا سوالهای همه که است این اش دلیل باشد؟ پوآسون توزیع بالا متفاوت ظاهر به های سوال همه ΁پاس که شود ͳم باعث چیزی چه

تبدیل ϵ = t
N Έکوچ ͳخیل های زمان به را t زمان مدت گیریم. ͳم نظر در را فروشΎاه مثال برگرداند. ای جمله دو توزیع Έی مورد در سوالهایی

این ترتیب این به شود. فروشΎاه وارد ( آن از بیش نه (و مشتری Έی ندرت به ϵ ͳزمان فاصله هر در که گیریم ͳم بزرگ آنقدر را N کنیم. ͳم

و شود ͳم فروشΎاه وارد p << 1 احتمال با مشتری Έی دارد: حالت دو اش ͳاصل پیشامد که ایم کرده تبدیل ای دوجمله فرایند Έی به را فرایند

ما دلخواه به پیشامد k اینکه احتمال بفهمیم علاقمندیم ما و N با است برابر نیز پیشامدها کل تعداد شود. ͳنم وارد کس هیچ 1 − p احتمال با

با: است برابر احتمال این است. چقدر مشتری) شدن وارد اینجا (در باشد

PN (k) =
N !

k!(N − k)!
pk(1− p)N−k. (٧٢)

٢٢



که دانیم ͳم ، λ با است برابر روز Έی در ها مشتری متوسط تعداد که آنجا از است؟  چقدر p توزیع تابع این در

Np = λ. (٧٣)

سمت به را N باشد) بزرگ چقدر نیست مهم (که محدود k هر ازای به سپس و و نویسیم ͳم (1− λ
N ) صورت به را (1− p) جمله بنابراین

داشت: خواهیم دهیم. ͳم میل نهایت بی

Pλ(k) =
N(N − 1)(N − 2) · · · (N − k + 1)

k!
pk(1− λ

N
)N (٧۴)

به: شود ͳم تبدیل تابع این کنیم، استفاده pN = λ رابطه از و دهیم ͳم میل نهایت بی سمت به را N که ͳوقت

Pλ(k) −→ Nk

k!
pk(1− λ

N
)N

=
λk

k!
e−λ. (٧۵)

: از است عبارت مولد تابع کند. اختیار را ∞ تا 0 از ی گسسته مقادیر تواند ͳم که است k جا این در ͳتصادف متغیر

P̃λ(t) = ⟨etK⟩ =
∞∑
k=0

etk
λk

k!
e−λ

= e−λ
∞∑
k=0

(λet)k

k!
= eλ(e

t−1). (٧۶)

گیریم: ͳم نتیجه رابطه این از

⟨K⟩ = λ, ⟨K2⟩ = λ2 + λ, σK =
√
λ. (٧٧)

دو توزیع تابع از حدی عنوان به پوآسون توزیع تابع ترتیب این به ای: جمله دو توزیع تابع از حد Έی عنوان به پوآسون توزیع تابع n

بسپاریم: یاد به را حد این است بهتر آید. ͳم بدست ای جمله

N −→ ∞, p −→ 0, Np = λ, (٧٨)

پارامتر Έی λ ͳیعن آنها ضرب حاصل ͳول صفر سمت به p و کند ͳم میل نهایت بی سمت به N گیری حد این در که است آن معنای به که

دهد. ͳم دست به را ͳگاووس توزیع تابع دیΎر، حد Έی در ای جمله دو توزیع تابع چΎونه که دید خواهیم درس این ادامه در است. ثابت
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٢٠ از پس را ذره اولین اینکه احتمال کند. ͳم تابش خود از گاما ی ذره ١٢ متوسط طور به ساعت Έی در رادیواکتیو هسته Έی مثال: n

است؟ چقدر کند ساط΄ دقیقه

احتمال است. λ = 4 پوآسون فرایندِ این برای بنابراین کند. ͳم ساط΄ خود از ذره 12
3 = 4 متوسط طور به دقیقه ٢٠ مدت در ذره این حل:

ͳیعن نوشت: توان ͳم دیΎر احتمال دو ضرب حاصل صورت به را نظر مورد

P = P1 × P2 (٧٩)

آن در که

P1 := نکند ساط΄ ای ذره هیچ هسته اول دقیقه بیست در اینکه احتمال

P2 := کند. ساط΄ ذره بیشتر یا Έی بعدی دقیقه ۴٠ در اینکه .احتمال (٨٠)

ساط΄ ذرات تعداد متوسط ͳیعن λ مقدار اول دقیقه ٢٠ برای اینکه به توجه با بنابراین Pλ(n) =
λn

n! e
−λ : که دانیم ͳم پوآسون فرایند از

آوریم: ͳم بدست 8 با است برابر مدت آن در شده ساط΄ ذرات متوسط تعداد بعدی دقیقه ۴٠ برای و 4 با است برابر مدت آن در شده

P1 = P4(0) = e−4, P2 = 1− P8(0). (٨١)

با: شود ͳم برابر P احتمال نتیجه در

P = e−4(1− e−8) ≈ 0.02. (٨٢)

به مشتری ۶٠ دوم نیمه در و مشتری ۴٠ روز اول نیمه در آنکه احتمال دارد. مشتری ١٠٠ روز هر در متوسط طور به فروشΎاه Έی مثال: n

است؟ چقدر شوند وارد فروشΎاه

با: است برابر شده خواسته احتمال است. ۵٠ با برابر λ دوم و اول نیمه در است. پوآسون فرایند Έی فرایند این : حل

P = P50(40)× P50(60) =
5040

40!
e−50 × 5060

60!
e−50 (٨٣)
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نتیجه در .n! ≈
√
2πnnne−n داریم: آن مبنای بر که کنیم ͳم استفاده استرلینگ تقریب از اعداد این محاسبه برای

40!× 60! ≈ 2π × 10
√
24× 4040 × 6060 × e−100

داشت: خواهیم ͳقبل رابطه در جایΎذاری از پس

P ≈ (
5

4
)40(

5

6
)60 × 1

2π × 10×
√
24

≈ 0.00043355. (٨۴)

ͳگاووس توزیع تابع ٧ . ٣

شود. ͳم تعریف زیر صورت به پیوسته متغیر Έی برای ͳگاووس توزیع تابع

P (x) = Ae−
(x−x0)2

2σ2 (٨۵)

دهد. ͳم نشان را توزیع تابع این (۶) ش΋ل کند. ͳم تعیین را توزیع تابع پهنای که است پارامتری σ و است بهنجارش ضریب Έی A تابع این در

که داد نشان توان ͳم ساده محاسبه Έی با .x0 با است برابر نیز مقادیر این متوسط و کند ͳم اختیار را +∞ تا −∞ از مقادیر X ͳتصادف متغیر

با: است برابر کامل طور به ͳگاووس تابع نتیجه در و A = 1
σ
√
2π

با است برابر بهنجارش ضریب

P (x) =
1

σ
√
2π

e−
(x−x0)2

2σ2 . (٨۶)

داریم: کنیم. ͳم محاسبه را ͳگاووس توزیع مولد تابع حال

P̃ (k) =

∫
eikx

1

σ
√
2π

e−
1

2σ2 (x−x0)
2

dx. (٨٧)

ͳم ͳراحت به خواننده که رابطه دو .این کنیم ͳم استفاده داشت خواهیم نیاز آنها به نیز آینده در که ساده ی رابطه دو از مولد تابع این محاسبه برای

از: عبارتند بیازماید را آنها ͳدرست تواند

∫ ∞

−∞
e−

1
2ax

2

dx =

√
2π

a
,

∫ ∞

−∞
e−

1
2ax

2+bxdx =

√
2π

a
e

1
2

b2

a . (٨٨)

آید: ͳم بدست مولد تابع رابطه دو این از استفاده با

P̃ (k) = e−
1
2σ

2k2+ikx0 (٨٩)
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داشت: خواهیم نتیجه در و

⟨X⟩ = x0, ⟨X2⟩ − ⟨X⟩2 = σ2. (٩٠)

X ͳتصادف متغیر واریانس و متوسط مقدار دهنده نشان ترتیب به اند، رفته کار به ͳگاووس توزیع تابع تعریف در که σ و x0 پارامترهای پس

هستند.

x
<latexit sha1_base64="hL+FaLtOT9luwfLW3Ut08xl3Pcw=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHbRRI9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmpWyd1Gu1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOeHjQA=</latexit>

P (x)
<latexit sha1_base64="JGaJYo2y3sUe5qRhk5A2XWohBPU=">AAAB63icbVBNSwMxEJ2tX7V+VT16CRahXspuFfRY9OKxgv2AdinZNNuGJtklyYpl6V/w4kERr/4hb/4bs+0etPXBwOO9GWbmBTFn2rjut1NYW9/Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyW3mdx6p0iySD2YaU1/gkWQhI9hkUrP6dD4oV9yaOwdaJV5OKpCjOSh/9YcRSQSVhnCsdc9zY+OnWBlGOJ2V+ommMSYTPKI9SyUWVPvp/NYZOrPKEIWRsiUNmqu/J1IstJ6KwHYKbMZ62cvE/7xeYsJrP2UyTgyVZLEoTDgyEcoeR0OmKDF8agkmitlbERljhYmx8ZRsCN7yy6ukXa95F7X6/WWlcZPHUYQTOIUqeHAFDbiDJrSAwBie4RXeHOG8OO/Ox6K14OQzx/AHzucPTBONvw==</latexit>

x0
<latexit sha1_base64="pJX5d/KVD2TALrkO//cbwYf0jxQ=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9kplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxTuvVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AELeo2j</latexit>

�
<latexit sha1_base64="uveq51XskeZ/BmBbyb/DEzkG8yU=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNaJMornQnwoZyJmnTMstpJ9EUi4jTdjS+nfntJ6oNU/LBThIaCjyULGYEWye1eoYNBe6XK37VnwOtkiAnFcjR6Je/egNFUkGlJRwb0w38xIYZ1pYRTqelXmpogskYD2nXUYkFNWE2v3aKzpwyQLHSrqRFc/X3RIaFMRMRuU6B7cgsezPxP6+b2vg6zJhMUkslWSyKU46sQrPX0YBpSiyfOIKJZu5WREZYY2JdQCUXQrD88ipp1arBRbV2f1mp3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPna2PJw==</latexit>

ͳگاووس توزیع تابع :۶ ش΋ل

کردیم: نگاه را زیر حدی حالت ای دوجمله توزیع تابع از پوآسون توزیع تابع استخراج برای

N −→ ∞, p −→ 0, Np = λ, k = finite (٩١)

زیر: حد ͳیعن کنیم، نگاه نیز دیΎر حد Έی به توانیم ͳم اما

N −→ ∞, p −→ 0, Np = λ, k −→ ∞. (٩٢)

هموار تابع Έی به بیشتر چه هر ای دوجمله توزیع تابع که دهد ͳم نشان (۵) ش΋ل به توجه شوند، ͳم بزرگ بسیار k هم و N هم که ͳوقت واق΄ در

کنیم. فرض پیوسته ͳتصادف متغیر Έی را k ͳتصادف متغیر توانیم ͳم شرایط این در شود. ͳم Έنزدی دارد را زنگ Έی ش΋ل که

ͳگاووس توزیع تابع دیΎر حد Έی در ای دوجمله توزیع تابع ای: جمله دو توزیع تابع از متفاوت حد Έی عنوان به ͳگاووس توزیع تابع n

بدانیم خواهیم ͳم و علاقمندیم ⟨k⟩ = Np متوسط مقدار به Έنزدی مقادیر به فقط ما و N −→ ∞ که است ͳوقت آن و دهد ͳم دست به را
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پوآسون توزیع تابع مثل دیΎر و کند ͳم اختیار را ͳبزرگ مقادیر نیز k حد، این در بنابراین شوند. ͳم اختیار ͳاحتمال چه با مقادیر این که

کنیم. پیدا نقطه این اطراف در را آن ش΋ل تا دهید ͳم بسط آن ماکزیمم مقدار حول را PN (k) تابع کار این برای نیست. Έکوچ آن مقادیر

f(k) := lnPN (k) لΎاریتم از است بهتر اما شود، ͳم انجام PN (k) مشتق محاسبه با کار این کنیم. پیدا را ماکزیمم نقطه بیایید اول

ͳیعن استرلینگ رابطه به توجه با کنیم. استفاده

lnn! = n lnn− n

داریم:

f(k) = N lnN − k ln k − (N − k) ln(N − k) + k ln p+ (N − k) ln(1− p) (٩٣)

نتیجه در و

f ′(k) = − ln k + ln(N − k) + ln p− ln(1− p) (٩۴)

و

f ′′(k) = −1

k
− 1

N − k
= − N

k(N − k)
. (٩۵)

این در دوم مشتق مقدار و است f ′(k0) = 0 نقطه این در زیرا دارد، قرار k0 := Np نقطه در ماکزیمم که دهند ͳم نشان رابطه دو این

با: است برابر نیز نقطه

f ′′(k0) = − 1

Np(1− p)
.

داریم دهیم. بسط اش ماکزیمم نقطه حول را f(k) تابع توانیم ͳم حال

f(k) = f(k0) +
1

2
f ′′(k0)(k − k0)

2 + · · · . (٩۶)

یا و

f(k) = f(k0)−
1

2Np(1− p)
(k − k0)

2 (٩٧)

با برابرند ترتیب به واریانس و متوسط ای دوجمله توزیع در دانیم ͳم که آنجا از

⟨k⟩ = Np = k0, σ2 = Np(1− p)
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رسیم: ͳم زیر بسط به

PN (k) −→ Ce−
(k−k0)2

2σ2 . (٩٨)

رسیم: ͳم ͳگاووس توزیع تابع به نهایتا و آید ͳم بدست توزیع تابع بهنجارش از ثابت این است. C = ef(k0) آن در که

P (k) =
1

σ
√
2π

e−
(k−k0)2

2σ2 . (٩٩)

به یا است. معتبر ای محدوده چه در ایم کرده نظر صرف · · · نمادِ با بالاتر رتبه های عبارت از آن در که (٩۶) بسط بپرسیم توانیم ͳم n

کار این برای است. معتبر k0 ماکزیمم نقطه اطراف های k از ای محدوده چه برای بزرگ های N حد در ای جمله دو توزیع بهتر عبارت

با: است برابر سوم جمله آن نتیجه در که f ′′′(k0) ∼ 1
N2 داریم (٩۵) رابطه از که کنیم ͳم توجه

1

3!
f ′′′(k0)(k − k0)

3 ∼ 1

N2
(k − k0)

3. (١٠٠)

با: است برابر آنها نسبت که شویم ͳم متوجه کنیم مقایسه دوم جمله با را جمله این نسبت هرگاه

1
N2 (k − k0)

3

1
N (k − k0)2

∼ 1

N
(k − k0). (١٠١)

فرض مثال برای شود. ͳم زده تقریب ͳگاوس توزیع تابع با ای دوجمله توزیع تابع باشد، تر Έکوچ N از ͳخیل k− k0 که ͳوقت تا بنابراین

است. (k−k0)
3

N2 ∼ 1
10 مرتبه از سوم جمله و (k−k0)

2

N ∼ 1 مرتبه از دوم جمله صورت این در است. k− k0 = 10 و N = 100 که کنید

ولΎشت ٨

با حالت ترین بد در و است داده دست از را خود های گام اختیار که شود ͳم شروع ͳمست مرد مثال با ١٩ ولΎشت مسئله توضیح بهترین معمولا

شخص این گام چند از بعد که است این سوال شود. ͳم دور خود خانه از گام Έی و دارد ͳم بر خود خانه سوی به گام Έی مساوی های احتمال

خانه سوی به گام Έی p احتمال با بل΋ه نیست اختیار بی هم چندان مست مرد که کرد فکر نیز تری ͳکل حالت به توان ͳم رسد. ͳم خود خانه به

Random Walk١٩
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N از بعد که است این سوال دارد. ͳبرم چپ سمت به گام Έی q = 1 − p احتمال با و دارد ͳبرم است) واق΄ راست سمت در مثلا (که خود

توزیع تابع در دستکاری ͳکم با توانیم ͳم را خود سوال ΁پاس است؟ چقدر باشد رسیده x مختصه با ای نقطه به شخص این که این احتمال گام

کنیم. پیدا ای جمله دو

جلو به رو های گام تعداد و N با را شخص این های گام کل تعداد است. s با برابر شخص این های گام طول که کنیم ͳم فرض اینجا در

زیر شرایط بایست ͳم برسد x نقطه به شخص این که این برای صورت این در دهیم. ͳم نشان N − k با را عقب به رو های گام تعداد و k با را

باشند: برقرار

(k − (N − k))s = s(2k −N) = x. (١٠٢)

با: است معادل که

k =
N + x

s

2
N − k =

N − x
s

2
. (١٠٣)

گام N −k و جلو به رو گام k ولΎرد این گام، N در اینکه احتمال ای: جمله دو توزیع رباره د ͳسوال به شود ͳم تبدیل ولΎشت مسئله بنابراین

ͳتصادف متغیر هستیم. روبرو ͳتصادف متغیر تغییر Έی با اینجا در ما دیΎر عبارت به باشد. برقرار (١٠٢) شرایط که نحوی به بردارد عقب به رو

داریم: بنابراین است. x = (N+ −N−)s اینجا در ما علاقه مورد ͳتصادف متغیر و است N+ اولیه

PN (x) = PN (k) =
N !

(k)!(N − k)!
pk(q)N−k (١٠۴)

یا و

PN (x) =
N !

(
N+ x

s

2 )!(
N− x

s

2 )!
p

N+ x
s

2 (1− p)
N− x

s
2 (١٠۵)

است: ساده اش ΁پاس است رسیده کجا به ولΎرد گام N از بعد متوسط طور به که بپرسیم خود از اگر

⟨X⟩ = ⟨(2K −N)⟩s = ⟨2K −N⟩s = (2p− 1)Ns. (١٠۶)

ͳم سوال این به درست ΁پاس برای زیرا نیست درست تصوری چنین ͳول است، نشده دور اولش نقطه از ولΎرد که رسد ͳم نظر به باشد p = 1
2 اگر

 : دانیم ͳم کرد. محاسبه گیرد ͳنم نظر در را جبری علامت که را
√
⟨X2⟩ کمیت بایست

⟨X2⟩ = s2⟨(2k −N)2⟩ = s2
[
4⟨k2⟩ − 4N⟨k⟩+N2

]
. (١٠٧)
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زیر: های عبارت دادن قرار با

⟨K⟩ = Np, ⟨K2⟩ − ⟨K⟩2 = Npq (١٠٨)

آوریم: ͳم بدست محاسبه ͳکم از پس و بالا عبارت در

⟨X2⟩ − ⟨X⟩2 = (4pqN)s2. (١٠٩)

دیΎر عبارت به

√
⟨X2⟩ − ⟨X⟩2 = 2s

√
pqN. (١١٠)

تاثیر دهنده نشان که است
√
N مرتبه از شود ͳم دور مختصات مبداء از ولΎرد که ͳمتوسط فاصله گام، N از بعد که است ͳمعن این به رابطه این

است. شده دور مبدا نقطه از گام ٣٠ تنها متوسط طور به گام ٩٠٠ برداشتن از بعد شخص این مثال عنوان به است. ولΎرد مسیریابی بر ولΎردی مخرب

هستند. آن به تبدیل قابل علوم دیΎر های حوزه در چه و Έفیزی حوزه در چه دیΎر مسایل از بسیاری که است این ولΎشت مسئله اهمیت دلیل

شویم. ͳم آشنا مختلف های حوزه در نوع این از مثالهایی با تدریج به درس این طول در

مرکزی حد قضیه ٩

ش΋ل به را Y ͳتصادف متغیر حال .PN , · · ·P2, P1 توزیع توابع با کدام هر باشند، ͳمستقل ͳتصادف متغیرهای XN , · · ·X2, X1 که کنید فرض

گیریم: ͳم نظر در زیر

Y :=
X1 +X2 + · · ·XN

N
. (١١١)

توزیع تابع Έی سمت به Y توزیع تابع بزرگ، بسیار های N حد در که است این ΁پاس چیست؟ Y ͳتصادف متغیر توزیع تابع که پرسیم ͳم خود از

کند: ͳم میل زیر ش΋ل به ͳگاووس

PY (y) =
1

σY

√
2π

e
− 1

2σ2
Y

(y−y0)
2

(١١٢)
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آن در که

y0 =
1

N

N∑
i=1

⟨Xi⟩, σ2
Y :=

1

N

N∑
i=1

σ2
i . (١١٣)

توزیع تابع همواره باشند چΎونه PN تا P1 توزیع توابع که این از مستقل که است این در گوییم،  ͳم ٢٠ مرکزی حد قضیه آن به که قضیه این اهمیت

که است این مهم نکته ͳول پردازیم ͳم آنها به اثبات حین در که باشند داشته ͳشرایط بایست ͳم توزیع توابع این البته شد. خواهد ͳگاووس نهایی

توابع همه هرگاه که کنید دقت اثبات از قبل افتند. ͳم بیرون دایره این از ͳخاص ͳخیل توزیع توابع تنها و دارند را ͳشرایط چنین توزیع توابع عموم

آˡیند: ͳم در زیر ش΋ل به بالا روابط باشند، ی΋سان توزیع

y0 = ⟨X⟩, σY = σX . (١١۴)

که دانیم ͳم اثبات:

PY (y) = ⟨δ(y − X1 +X2 + · · ·XN

N
)⟩ =

∫
dx1dx2 · · · dxNδ(y − x1 + · · ·xN

N
)P1(x1)P2(x2) · · ·PN (xN ) (١١۵)

کنیم: ͳم حساب را P̃Y (k) ͳیعن آن مولد تابع PY (y) بجای

P̃Y (k) =

∫
eikyPY (y)dy =

∫
eikydy

∫
dx1dx2 · · · dxNδ(y − x1 + · · ·xN

N
)P1(x1) · · ·PN (xN ) (١١۶)

رسیم: ͳم زیر رابطه به و گیریم ͳم انتگرال y روی حال

P̃Y (k) =

∫
eik(

x1+x2+···xN
N )P1(x1)P2(x2) · · ·PN (xN )dx1dx2 · · · dxN . (١١٧)

بنابراین دهند. ͳم بدست k
N ازای به را خود متغیر مولد تابع هرکدام شوند ͳم جدا هم از xN تا x1 روی انتگرال

P̃Y (k) = P̃1(
k

N
)P̃2(

k

N
) · · · P̃N (

k

N
) (١١٨)

دارد:  را زیر مولد X1 ͳتصادف متغیر مثال عنوان به دارد: را زیر بسط ͳتصادف متغیر Έی مولد تابع که دانیم ͳم اما

P̃1(k) = 1 + ik⟨X1⟩+
(ik)2

2
⟨X2

1 ⟩+O(k3) ≈ eik⟨X1⟩+ (ik)2

2 (⟨X2
1 ⟩−⟨X1⟩2)+O(k3) (١١٩)

داشت: خواهیم متغیرها همه برای بنابراین

P̃i(
k

N
) = e

ik
N ⟨Xi⟩+ 1

2N2 (ik)2σ2
Xi

+O( 1
N3 ) (١٢٠)

Central Limit Theorem٢٠
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ی΋دیΎر در ها P̃i(k) کردن ضرب با

P̃Y (k) = e
ik
( ⟨X1⟩+⟨X2⟩+···+⟨XN ⟩

N

)
+(ik)2 1

2

(
σ2
X1

+···+σ2
XN

N

)
(١٢١)

کنیم: تعریف هرگاه

y0 :=
⟨X1⟩+ · · ·+ ⟨XN ⟩

N
, (١٢٢)

و

σ2
Y :=

σ2
X1

+ · · ·+ σ2
XN

N
(١٢٣)

رسیم: ͳم زیر رابطه به کنیم، نظر صرف 1
N3 های توان از و

P̃Y (k) = eiky0+
1
2 (ik)

2σ2
Y (١٢۴)

که است آن معنای به که

PY (y) =
1

σY

√
2π

e−
1
2 (y−y0)

2

, (١٢۵)

.σY واریانس یا پهنا و y0 متوسط با است ͳگاووس توزیع تابع Έی واقعا PY (y) توزیع تابع اینکه ͳیعن

بزرگ اعداد باره در مفید رابطه چند ١٠

که را سری Έی جملات مجموع خواهیم ͳم که آید ͳم پیش اوقات ͳگاه است. بزرگ بسیار سیستم Έی ذرات تعداد آماری Έانی΋م در

تقریب توانیم ͳم ͳشرایط تحت بزنیم. تخمین را انتگرال Έی خواهیم ͳم که آید ͳم پیش یا کنیم. حساب را است زیاد بسیار آن جملات تعداد

کنیم. ͳم ͳمعرف را ها Έتکنی این از ͳبعض بخش این در کنیم. پیدا دارند کار سرو بزرگ بسیار اعداد با که را ها کمیت این برای خوبی بسیار های

٣٢



بΎیرید. نظر در زیر صورت به سری Έی n

S =

N∑
k=0

Ek, (١٢۶)

باشد. ها Ek بین جمله بزرگترین Emax که کنید فرض بزنیم. تخمین را عبارت این خواهیم ͳم هستند. ͳمثبت جملات ها Ek آن در که

که است این کنیم ͳم توجه آن به که ͳتخمین نخستین

Emax ≤ S ≤ NEmax. (١٢٧)

درباره بیشتری اطلاعات اگر کنیم بهتر را خود تقریب توانیم ͳم آوریم. ͳم بدست S کمیت برای پایین و بالا حد Έی بلافاصله بنابراین

خوریم: ͳبرم آن به موارد بیشتر در که است ͳوضعیت این باشند، زیر صورت به جملات این که کنیم فرض باشیم. داشته Ek جملات

Ek = eNϕ(k). (١٢٨)

بنویسیم: انتگرال Έی صورت به بزرگ های N برای را S جم΄ عبارت توانیم ͳم حال

S =

∫ ∞

0

eNϕ(x)dx (١٢٩)

ϕ(x) که کنیم فرض بزنیم: تخمین بهتری صورت به را اولیه جم΄ همان یا انتگرال این ٢١ ͳزین نقطه تقریب نام به تقریبی با توانیم ͳم حالا

بزرگ های N حد در که است ΀واض صورت این در . است ͳتصادف متغیر دامنه در مطلق ماکزیمم Έی دارای که باشد زیر ش΋ل به ͳتابع

ͳم بسط x0 حول ͳیعن ماکزیمم نقطه حول را ϕ(x) بنابراین شود. ͳم ͳناش آن اطراف و ϕ(x) تابع ماکزیمم نقطه از انتگرال عمده سهم

آوریم: ͳم بدست و دهیم

I =

∫
dxeN(ϕ(x0)− 1

2 |ϕ
′′(x0)|(x−x0)

2+···)dx. (١٣٠)

٢ از بالاتر مرتبه جملات از اگر حال است. ماکزیمم x0 ی نقطه چون است ͳمنف ϕ′′(x0) که ایم کرده استفاده موضوع این از جا دراین

این به توجه و ξ := x−x0 متغیر تغییر با واق΄ در است. محاسبه قابل ͳبراحت و شود ͳم ͳگاووس انتگرال Έی به تبدیل I کنیم نظر صرف

روی انتگرال محدوده که

آوریم: ͳم بدست داد گسترش (−∞,∞) به توان ͳم را ξ

I = eNϕ(x0)

∫ ∞

−∞
dξe−

1
2N |ϕ′′(x0)|ξ2

Saddle Point Approximation٢١

٣٣



= eNϕ(x0)

√
2π

N |ϕ′′(x0)|
(١٣١)

که قضایایی از بایست ͳم جا این در ایم. داده دست از را چیزی چه تر بالا مرتبه جملات از کردن نظر صرف با که است این سوال حال

این در داریم. نگاه x0 نقطه حول ϕ(x) بسط در را دیΎر جمله Έی که کنید فرض کنیم. استفاده دانیم ͳم ͳگاووس های انتگرال مورد در

نتیجه در است. محاسبه قابل Έوی قضیه از استفاده با چهارم درجه جمله و شد خواهد صفر گیری انتگرال در ξ3 با متناسب جمله صورت

آوریم: ͳم بدست

I = eNϕ(x0)

√
2π

N |ϕ′′(x0)|
(
1 +Nβ⟨ξ4⟩

)
(١٣٢)

که بینیم ͳم بنابراین ⟨ξ2⟩ ≡ ∆ = (N |ϕ′′(x0)|)−1 که دانیم ͳم و ⟨ξ4⟩ = 3⟨ξ2⟩2 که دانیم ͳم (Έی (ضمیمه Έوی قضیه از اما

کند. ͳم میل صفر سمت به بزرگ های N حد در و است N−1 با متناسب Nβ⟨ξ4⟩ جمله این بنابر . ⟨ξ4⟩ ∼ N−2

بدست را N ! مقدار بزرگ های N برای زیرا دارد آماری Έانی΋م و احتمالات در زیادی کاربرد استرلینگ تقریب ٢٢ استرلینگ تقریب n

داریم: تقریب این بر بنا دهد. ͳم

N ! ≈
√
2πNNNe−N (١٣٣)

یا

lnN ! ≈ N lnN −N. (١٣۴)

که است آن استرلینگ تقریب مورد در مهم نکته ایم. کرده نظر صرف جملات بقیه مقابل در 1
2 lnN + 1

2 ln 2π جمله از دوم عبارت در

اثبات برای است. کم بسیار تقریب این خطای نیز N ∼ 10 برای ͳحت درآید، آب از خوب تقریب این تا باشد بزرگ بسیار N ندارد ͳلزوم

کنیم: ͳم شروع زیر رابطه از تقریب ∫این ∞

0

e−ttNdt = N ! (١٣۵)

نویسیم: ͳم بنابراین

N ! =

∫ ∞

0

e−t+N ln tdt =

∫ ∞

0

eN(ln t− t
N )dt

Stirling approximation٢٢
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=

∫ ∞

0

eNϕ(t)dt. (١٣۶)

کنیم: ͳم حساب ͳزین نقطه تقریب از استفاده با را انتگرال آخرین حال

ϕ(t) = ln t− t

N
, ϕ′(t) =

1

t
− 1

N
, ϕ′(N) = 0, ϕ′′(N) < 0. (١٣٧)

آوریم ͳم بدست نتیجه در

N ! = eNϕ(N)

√
2π

1/N
= eN(lnN−1)

√
2πN (١٣٨)

آنجا از و

N ! ≈ NNe−N
√
2πN. (١٣٩)

ͳنظم بی و اطلاعات ، آنتروپی ١١

با را آن رابطه و شویم ͳم آشنا آنتروپی می΋روس΋وپی مفهوم با درس این در شدیم. آشنا آن ماکروس΋وپی معنای و آنتروپی مفهوم با Έترمودینامی در

فهمید؟ ͳکم مفهوم Έی صورت به را اطلاعات توان ͳم چΎونه کنیم. ͳم توجه اطلاعات مفهوم به نخست دهیم. ͳم توضیح ͳنظم بی و اطلاعات

گفته ما به است مم΋ن تابستان گرم روز Έی در که زیر خبری جمله دو به گرفت؟ اندازه را پیام Έی در موجود اطلاعات میزان توان ͳم چΎونه

کنید: توجه شود

کرد. خواهد طلوع آفتاب فردا (١

بارید. خواهد باران فردا (٢
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معلومات به چیزی هیچ حرف این گوینده و پیوندد ͳم وقوع به قطعا که است امری بیان زیرا دهیم ͳنم نشان ͳواکنش گونه هیچ اول جمله به ما

باران است مم΋ن فردا است. محتمل تنها و نیست ͳحتم امری باران بارش زیرا کند ͳم ارائه اطلاعات مقداری دوم جمله اما کند. ͳنم اضافه ما

میزان که پذیرفت توان ͳم بنابراین است. کاسته اتفاق این به نسبت ما یقین عدم از خبری جمله این گفتن با حرف این گوینده و نبارد یا ببارد

رابطه Έی صورت به را شهودی دریافت این بایست ͳم حال باشد. داشته آن وقوع احتمال با معکوس نسبت دارد وجود جمله Έی در که ͳاطلاعات

دربیاوریم. ͳکم دقیق

و بیفتد اتفاق دهیم، ͳم نشان {x1, x2, · · · , xn} بامجموعه را آن مم΋ن پیشامدهای یا نتایج که ،X مثل ای واقعه یا آزمایش که کنید فرض

چه یا ایم، آورده بدست اطلاع مقدار چه گر مشاهده یا ناظر عنوان به ما که بپرسیم توانیم ͳم صورت دراین شود. حاصل xi مثل معین نتیجه Έی

ͳطبیع هستند. معلوم ها p(xi) ͳیعن وقوع احتمالات که است این ما فرض است. شده کاسته مم΋ن های نتیجه به نسبت ما یقین عدم از مقدار

مقدار نتیجه در و داریم نتیجه به نسبت که ͳیقین عدم میزان داد. خواهد رخ پیشامدی چه که گفت یقینا توان ͳنم احتمالات این دانستن با که است

باشیم داشته اگر مثال عنوان به است. احتمالات این از ͳتابع طبیعتا کنیم، ͳم دریافت خود مشاهده از که ͳاطلاعات

P (x1) = 1, P (xi) = 0, i = 2, 3, · · · , N, (١۴٠)

توانیم ͳم ͳتحلیل محاسبه با و قبل از زیرا کنیم،  ͳنم حاصل ͳاطلاع هیچ آزمایش مشاهده از ما و است معلوم قبل از ͳآزمایش هر نتیجه آنگاه

باشیم داشته اگر اما شد. خواهد حاصل x1 نتیجه همواره که بΎوییم

P (xi) =
1

N
, (١۴١)

با توانستیم ͳنم و نداشتیم قبل از که ͳدانش کند، ͳم اضافه ما دانش به که آید ͳم بدست نتیجه Έی دهیم ͳم انجام را آزمایش که بار هر آنگاه

و کمتر ایم کرده ماکسب که ͳاطلاع باشد بوده تر محتمل است پیوسته بوقوع که پیشامدی هرچقدرکه شهودی ازنظر برسیم. آن به ͳریاض محاسبه

میزان اگر بنابراین بود. خواهد بیشتر ایم کرده ماکسب که ͳاطلاعات و بیشتر آن وقوع از ما تعجب باشد بوده انتظار از دور پیشامد آن که هرچقدر

باشد. داشته pi ͳیعن پیشامد آن وقوع احتمال با معکوس نسبت بایست ͳم hi که بΎوییم توانیم ͳم دهیم نشان hi با را xi پیشامد خودازوقوع اطلاع

{(xi, yj), i = 1, · · · ,m, j = های زوج با را آن مم΋ن نتایج که شود (X,Y ) مستقل واقعه دو از مرکب آزمایش Έی که کنید فرض حال

با بود برابرخواهد (xi, yj) هرپیشامد احتمال دهیم نشان qj با را yj وقوع واحتمال pi با را xi وقوع احتمال هرگاه دهیم. ͳم نشان 1, · · · , n}

پیشامد دو که مورد این در ما اطلاع میزان که داریم انتظار .h(piqj) با بود خواهد برابر کنیم ͳم کسب پیشامد این وقوع از که ͳاطلاع ومیزان piqj
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که انتظارداریم بنابراین کنیم ͳم کسب تنهایی به yj و تنهایی به xi پیشامد وقوع از که باشد ͳاطلاعات مجموع با برابر اند داده رخ yj و xi مستقل

h(piqj) = h(pi) + h(qj). (١۴٢)

داشت: خواهیم بنابراین است لΎاریتم تابع باشد، ͳنزول ضمناً و کند برآورده را فوق شرط که ͳتابع تنها

h(pi) = logα
1

pi
, (١۴٣)

پدیدۀ Έی وقوع از ما شده کسب اطلاعات میزان که نهیم ͳم قرار کرد. تعیین بهنجارش شرط با توان ͳم را α ثابت است. ثابت α آن در که

. ٢ با شود ͳم برابر α ثابت میزان نتیجه در .h(1/2) = 1 ͳیعن باشد، Έی برابربا الاحتمال متساوی دوحالته

کنیم ͳم کسب بار هر در که ͳاطلاعات میزان و داد خواهد رخ xi نتیجه بار Npi متوسط طور به دهیم انجام بار N را X آزمایش Έی اگر

با: بود خواهد برابر کنیم ͳم کسب X ͳتصادف آزمایش نتایج وقوع از طورمتوسط به ما که ͳاطلاع میزان .log2( 1
pi
) با بود خواهد برابر

H(X) = − 1

N

∑
x

Np(x) log2 p(x) = −
∑
x

p(x) log2 p(x). (١۴۴)

H(X) بنابراین است مثبت تابع Έی p ∈ [0, 1] درفاصله p log 1
p تابع که کنید دقت شود. ͳم خوانده نیز شانون تابع یا آنتروپی تابع تابع، این

است. مثبت تابع Έی

کنید. پیدا آن برای را آنتروپی تابع سپس و کرده پیدا را ͳانگلیس حروف فرکانس گوگل، به مراجعه با تمرین:  n

ͳتصادف متغیر دو اطلاعات ١١ . ١

شود: ͳم تعریف زیر ش΋ل به ͳطبیع طور به اطلاعات یا آنتروپی تابع نباشند مستقل هم از لزوماً که باشیم داشته (X,Y ) ͳتصادف دومتغیر هرگاه

H(X,Y ) := −
∑
x,y

p(x, y) log2 p(x, y) (١۴۵)
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.H(X,Y ) = H(X) +H(Y ) که دهد ͳم بدست بالا رابطه ،p(x, y) = p(x)q(y) ͳیعن باشند مستقل ͳتصادف متغیر دو که ͳدرحالت

کنیم: ͳم تعریف که معنا این به یابد ͳم تعمیم ͳمتغیرتصادف دو از بیش به ش΋ل همین به تعریف این

H(X,Y, Z) = −
∑
x,y,z

p(x, y, z) log2 p(x, y, z). (١۴۶)

الفبا حرف چهار از تنها که است هایی متن ارسال ما هدف که کنید فرض کنیم. فکر اطلاعات مفهوم به توانیم ͳم نیز دیΎر مهم زاویه Έی از

که 1 و 0 های بیت با را فوق چهارگانه های حرف که است آن ها متن این ارسال برای روش Έی است. شده تش΋یل D و C, B, A های نام به

. کدکنیم زیر ترتیب به است، معمول دیجیتال مخابرات در

A −→ 00

B −→ 01

C −→ 10

D −→ 11. (١۴٧)

به آن در که ببریم کار به کردن کد روش Έی توانیم ͳم آیا که است این سوال حال ایم. کرده مخابره دوبیت هرحرف ازای به صورت دراین

باشد؟ 2 از کمتر کنیم ͳم مخابره متوسط طور به که هایی بیت تعداد حرف هر ازای

شوند: ͳم ظاهر زیر احتمالات با شده یاد های متن در حروف این که کنید فرض

P (A) =
1

8
P (B) =

1

8
P (C) =

1

4
P (D) =

1

2
. (١۴٨)

بریم: ͳکارم به زیررا کدگذاری روش حال

D −→ 0

C −→ 10

B −→ 110

A −→ 111. (١۴٩)

ایم برده کار به حروف برای که را کدهایی متوسط طول اگر ͳول ایم برده کار به بیت دو از بیش حروف از ͳبعض برای کدگذاری روش دراین
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با: برابراست متوسط طول این بود. خواهد توجه جالب نتیجه کنیم محاسبه

⟨l⟩ =
4∑

i=1

li × pi = 1× 1

2
+ 2× 1

4
+ 3× 1

8
+ 3× 1

8
=

7

4
. (١۵٠)

ضمناً دهیم. تقلیل 7/4 به 2 از ایم ب΋اربرده پیام مخابره برای که را هایی بیت رشته متوسط طول ایم توانسته مناسب کدگذاری Έی با بنابراین

اولیه متن به طوری΋تا به ها ازبیت ای رشته وهر دربرندارد است شده مخابره که ͳمتن درباره ͳابهام نوع هیچ کدگذاری نحوه این که کنیم دقت باید

زیر رشته مثال عنوان به شود. ͳم بازگشایی

0 1 0 0 0 1 0 0 0 1 1 0 1 1 1. (١۵١)

نیست تصور قابل آن بازگشایی برای دیΎری ومتن شود ͳم زیرگشوده متن به ابهام بدون

D C D D C D D B A. (١۵٢)

متغیر آنتروپی هرگاه کنیم: ذکر راباید نکته مهم Έی ͳول نیست. ما بحث موضوع فعلا̈ که است ͳموضوع هستند ی΋تاگشا هایی کد نوع چه که این

با: بود خواهد برابر آن حاصل کنیم حساب شده ذکر احتمالات با را X = {A, B, C, D} ͳتصادف

H(X) =

4∑
i=1

pi log2(
1

pi
) =

1

2
× log2(2) +

1

4
× log2(4) +

1

8
× log2(8) +

1

8
× log2(8)

=
1

2
× 1 +

1

4
× 2 +

1

8
× 3 +

1

8
× 3 =

7

4
. (١۵٣)

ͳعموم خصلت Έی این آیا است. برابر درمتن موجود اطلاعات میزان با بردیم کار به که ای کدگزاری متوسط طول خاص مثال این در بنابراین

باشند. زیر ش΋ل به احتمالات که کنید فرض . است مثبت سوال این ΁پاس است؟

P (A) = p1, P (B) = p2, P (C) = p3, P (D) = p4. (١۵۴)

بΎیرید: نظر در را نتایج از بلندی رشته صورت این در

xi1xi2xi3xi4 · · ·xiNM (١۵۵)

از شود تش΋یل طریق 4N به تواند ͳم N طول به رشته هر کنیم. ͳم تقسیم است ͳبزرگ عدد N آن در که N طول به های بلوک به را ها رشته این

P = pn1
1 pn2

2 pn3
3 pn4

4 احتمال با دارد D تا n4 نهایت در و B تا n2 و دارد A تا n1 که تایی N بلوک هر .DDD · · ·D تا گرفته AAA · · ·A
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دهیم ͳم قرار ͳیعن − logP با باشد برابر آن طول که بریم ͳم کار به کدی ای رشته چنین برای شود. ͳم ظاهر

l = − logP = − (n1 log p1 + n2 log p2 + · · ·+ n4 log p4) . (١۵۶)

با: است برابر طول این چقدراست؟ ها بیت رشته متوسط طول

l =
∑

P × l × N !

n1!n2! · · ·n4!
(١۵٧)

آوریم: ͳم بدست بنابراین اخر. ͳال و دارند B تا n2 و دارند، A تا n1 که است هایی رشته تمام تعداد N !
n1!···n4!

آن در که

l = −
∑

n1,n2,n3,n4

pn1
1 · · ·+ pn4

4 (n1 log p1 + n2 log p2 + · · ·+ n4 log p4)
N !

n1! · · ·n4!
(١۵٨)

که دهد ͳم نشان است خواننده عهده به که ساده محاسبه Έی

l = −N (p1 log p1 + p2 log p2 + · · ·+ p4 log p4) = NH(X). (١۵٩)

داریم. احتیاج رشته این در موجود اطلاعات مخابره برای ما که است ͳحرف بر بیت تعداد واقعا H(X) و l
N = H(X) بنابراین

هست. نیز اطلاعات فناوری مبنای که دارد روشن و ͳعمل معنای Έی ایم کرده تعریف اطلاعات میزان عنوان به که را آنچه که بینیم ͳم بنابراین

بار این اما است شده تش΋یل احتمالات همان با ͳچهارحرف ساده الفبای همان از کنیم ذخیره خواهیم ͳم که ͳمتن که کنید فرض تمرین: n

احتمالات به ͳهمبستگ این : دارد وجود ͳهمبستگ Έی حروف بین که دانیم ͳم ضمنا کنیم. کد دوتایی صورت به را حروف خواهیم ͳم

است: شده مشخص زیر

P (x|x) = 5/8, P (y ̸= x|x) = 1/8. (١۶٠)

کنید. محاسبه را دوتایی حروف تمام به مربوط احتمالات الف:

متوسط طور به حرف هر ذخیره برای لازم های بیت تعداد شود. حاصل ͳفشردگ بیشترین که کنید کد طوری را دوتایی حروف حال ب:

شد؟ ͳم چقدر حرف هر ذخیره برای لازم های بیت تعداد نداشت وجود ͳهمبستگ این اگر است؟ چقدر
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. است دوتایی فقط ها ͳهمبستگ که کنید فرض بیاورید. بدست را تایی سه حروف تمام به مربوط احتمالات ج:

نحوی به بنویسید حروف این برای بهینه کد Έی است. شده تش΋یل شده نوشته احتمالات با زیر حروف از متن Έی که کنید فرض تمرین: n

شود. نگاشته حروف به ی΋تا صورت به ها Έی و صفر ای رشته هم و باشد پایین متوسط طول هم که

(١۶١)

P (A) =
1

32
P (B) =

1

32
P (C) =

1

16
P (D) =

1

8
P (E) =

1

4
P (F ) =

1

2

نحوی به بنویسید حروف این برای بهینه کد Έی است. شده تش΋یل شده نوشته احتمالات با زیر حروف از متن Έی که کنید فرض تمرین: n

شود. نگاشته حروف به ی΋تا صورت به ها Έی و صفر ای رشته هم و باشد پایین متوسط طول هم که

P (A) =
1

128
P (B) =

1

128
P (C) =

1

64
P (D) =

1

32

P (E) =
1

16
P (F ) =

1

8
P (G) =

1

4
P (H) =

1

2
(١۶٢)

ها: مسئله ١٢

هستند. مم΋ن) پیشامدهای (یا آن های مجموعه زیر A, B, · · · که بΎیرید نظر در S مثل نمونه فضای مجموعه Έی زیر های مسئله در

نامساوی به موسوم زیر نامساوی که دهید نشان ͳکل طور به P (A∩B) ≥ 0.7. آنگاه P (B) = 0.8 و P (A) = 0.9 اگر که دهید نشان n

است: برقرار پیشامدی دو هر برای ٢٣ ͳبنفرون

P (A ∩B) ≥ P (A) + P (B)− 1. (١۶٣)

موضوع اصول از استفاده با بایست ͳم را موضوع این باشد. P (A) مساوی یا بزرگتر P (B) که نیست ͳبدیه باشد، A ⊂ B اگر n

که: کنید ثابت موضوع اصول این از استفاده با کرد. ثابت کولموگروف

Benferroni٢٣
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دهید نشان آنگاه

P (B) ≥ P (A). (١۶۴)

که این احتمال باشد، داشته کودک دو ای خانواده اگر است. پسر یا دختر مساوی احتمال با شود ͳم متولد که ͳکودک هر که کنید فرض n

اگر: است چقدر باشند دختر کودک دو هر

باشد، دختر تر بزرگ دختر الف:

باشد. دختر ها کودک از ͳ΋ی حداقل ب:

احتمال باشند، متفاوت هم با تاس وجه دو اگر است؟ چقدر باشد، ۶ با برابر انها از ͳ΋ی حداقل اینکه احتمال اندازیم. ͳم را تاس مهره دو n

است؟ چقدر باشند ۶ با برابر آنها از ͳ΋ی حداقل اینکه

است؟ چقدر باشد برابر باهم ها تاس از تا دو دقیقا شماره اینکه احتمال اندازیم. ͳم را تاس مهره سه n

حال هستند. رنگ کور زنان از درصد 0.25 و مردان از درصد 0.5 و است برابر مردان و زنان تعداد آماری جامعه Έی در که کنید فرض n

است؟ چقدر باشد مرد شخص این که این احتمال کنیم. ͳم انتخاب ͳتصادف صورت به را کوررنگ فرد Έی

هیچ هم بازنده به و گیرد ͳم تعلق برنده به مثبت امتیاز Έی بازی هر در دهند. ͳم انجام را تکراری بازی Έی ب شخص با الف شخص n

کنید فرض شود. ͳم تمام بازی جا این در برسد. ٢ به آنها امتیاز تفاوت که کنند ͳم بازی جایی تا شخص دو این شود. ͳنم داده امتیازی

برابر بازی پایان از پس آنها امتیازات مجموع اینکه احتمال است. 1− p با برابر ب برد احتمال و p با برابر الف برد احتمال بار هر در که

است؟ چقدر شود بازی برنده الف که این احتمال است؟ چقدر شود 2n با

به مردان همه و رفته برق ͳمهمان پایان در اند. کرده آویزان ͳجارخت به را هایشان کلاه ورود هنگام در و کرده شرکت مرد n ͳمهمان Έی در n

با: است برابر باشد برنداشته را خود کلاه کس هیچ اینکه احتمال دهید نشان اند. رفته و برداشته کلاه Έی ͳتصادف صورت

P =
1

2!
− 1

3!
+

1

4!
− · · · (−1)n

n!
. (١۶۵)

کنید. حساب کند میل نهایت بی سمت به ها میهمان تعداد که ͳوقت برای را احتمال این

اینکه احتمال ͳیعن PN (X) دارند. ͳم بر را خود کلاه که دهد ͳم نشان را ͳمردان تعداد که بΎیرید ͳتصادف متغیر را X ͳقبل مسئله در n

که ͳوقت برای را ͳتصادف متغیر این واریانس ͳیعن σN (x) مقدار سپس کنید. حساب را بردارند، را خود کلاه ها میهمان از تا X دقیقا

کنید. حساب است، ۵ یا ۴ ها میهمان تعداد
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کنید: تعیین زیر ͳتصادف متغیرهای برای را مم΋ن مقادیر شود. ͳم انداخته بار دو تاس Έی که کنید فرض n

شود. ͳم ظاهر ها تاس روی که ای بیشینه مقدار الف‐

شود. ͳم ظاهر ها تاس روی که ای کمینه مقدار ب‐

شود. ͳم ظاهر ها تاس روی که مقداری دو روی جم΄ پ‐

تاس. دومین مقدار منهای تاس اولین مقدار ‐ ت

این سیاست دلیل همین به ٢۴ شوند. ͳنم حاضر پرواز موق΄ خرند، ͳم بلیط که ͳمسافران صد در پن; که داند ͳم هواپیمایی شرکت Έی n

پرواز هنگام که مسافری هر ب اینکه احتمال فروشد. ͳم بلیط تا ۵٢ دارند نفر ۵٠ ظرفیت که خود هواپیماهای برای که است این شرکت

٢۵ است؟ چقدر ( نماند ͳصندل بدون مسافری ) باشد داشته ͳصندل Έی شود، ͳم حاضر

کنید: پیدا را زیر احتمالات شود. ͳم داده شما به تصادف به کارت چهار ورق بازی Έی در n

باشید. داشته (ͳنوع هر (از صورت دو و آس دو اینکه احتمال ‐ ١

باشید. داشته صورت Έی و آس سه اینکه احتمال ‐ ٢

باشید. داشته صورت دو اقل حد اینکه احتمال ‐ ٣

باشید. داشته صورت سه حداکثر اینکه احتمال ‐ ۴

زیر موارد از هرکدام در است. ی΋نواخت کند ͳم اختیار [−1, 1] فاصله در را مقادیرش که x نام به ͳتصادف متغیر Έی توزیع تابع         n

آورید: بدست را y توزیع تابع

a) y = x2 b) y = sin(x) c) y = tan(x) d) y = arcsin(x). (١۶۶)
Do not show up.٢۴

shows up٢۵
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٢ مرتکب حرف هر١٠ در B و خطا ١ مرتکب حرف ١٠ هر در A نامیم. ͳم B و A را آنها که بΎیرید نظر در را نویس ماشین ͳمنش دو n

شود. مرتکب A از بیشتر خطا ٢ دقیقا B حرف ۴ تایپ در که کنید پیدا را این احتمال شود. ͳم خطا

ͳم طریق چند به شخص این کلا رود. ͳم بالا پله Έی یا و پله دو یا گام هر در وی رود. ͳم بالا دارد پله N که نردبان Έی از ͳشخص  n

برای بنویسید. تکرار رابطه Έی بایست ͳم راهنمایی:  ( کند. ͳم شروع زمین روی از را خود حرکت (وی برسد. نردبان بالای به تواند

بنویسید. را ها راه تعداد N = 5, 6, 7 مقادیر

کنیم. ͳم انتخاب است زن ٧ و مرد ٨ داری که نفره ١۵ گروه Έی از را نفره پن; کمیته Έی n

ست؟ چقدر باشد مرد ٣ و زن ٢ دارای کمیته این اینکه احتمال ‐ ١

است؟ چقدر باشد زن Έی دارای حداقل کمیته این اینکه احتمال ‐ ٢

آید. ͳم خط 1− p احتمال با و شیر p احتمال با س΋ه Έی n

است؟ چقدر بیاید شیر بار Έی تا بیندازیم را س΋ه بار n اینکه احتمال بیاید. شیر بار Έی اینکه تا اندازیم ͳم مرتب طور به را س΋ه این الف:

است؟ چقدر بیاید شیر بار r تا بیندازیم را س΋ه بار n که این احتمال بیاید. شیر بار r اینکه تا اندازیم ͳم مرتب طور به را س΋ه این ب:

دهید: نشان را زیر رابطه ͳدرست n

lim
n−→∞

e−n
n∑

k=0

nk

k!
=

1

2
. (١۶٧)

که دهید نشان و کنید استفاده مرکزی حد قضیه از است. n متوسط̃ مقدار با پوآسون توزیع تابع Έی Xn که کنید فرض راهنمایی:

P (Xn ≤ n) −→ 1

2
. (١۶٨)

با و دهد ͳم نشان را شیر روی p احتمال با کنیم ͳم پرتاب را آن ͳوقت که است ای گونه به س΋ه Έی داریم. دست در مختلف س΋ه دو n

به را س΋ه دو این دهد. ͳم نشان 1 − q احتمال با را خط و q احتمال با را شیر دیΎر س΋ه دهد. ͳم نشان را خط روی 1 − p احتمال

پرتاب هوا به بار N را آن ما و دهد ͳم ما به را س΋ه نوع دو این از ͳ΋ی ͳتصادف طور به ͳشخص خوانیم. ͳم q و p نوع از های س΋ه ترتیب
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چقدر باشد داده ما به را q نوع از س΋ه اینکه احتمال است؟ چقدر باشد داده ما به را p س΋ه اینکه احتمال آید. ͳم شیر بار N+ و کنیم ͳم

کنید: حساب را ها احتمال این هستند، زیر ترتیب به پارامترها مقادیر که ͳوقت برای است؟

الف:

p = 0.5, q = 0.6, N = 10, N+ = 6, (١۶٩)

ب:

p = 0.5, q = 0.6, N = 100, N+ = 60. (١٧٠)

بزنید: تخمین بزرگ های N برای ͳزین نقطه تقریب از استفاده با را زیر سری مجموع n

S =

N∑
k=0

2NkNk (١٧١)

ͳگاووس های انتگرال مورد در نکته چند ضمیمه: ١٣

از است. مرکزی حد قضیه از ͳناش کاربردی نظر از اهمیت این و دارد ای العاده فوق اهمیت ͳگاووس توزیع تابع احتمال،  توزیع توابع تمام بین از

تابع چΎونه که دهیم ͳم نشان چنین هم و کنیم ͳم ͳبررس را خواص این ضمیمه این در دارد. فردی به منحصر خواص تابع این نیز ͳریاض نظر

محاسبه ͳبراحت ها انتگرال این پردازیم: ͳم ͳگاووس متغیره Έی تابع Έی انتگرال به نخست داد. تعمیم متغیر چند به توان ͳم را ͳگاووس توزیع

نویسیم. ͳنم را حدود این زیر روابط در بنابراین است. نهایت بی بعلاوه تا نهایت بی منهای از ها انتگرال همه حدود شوند. ͳم

∫
e−

a
2 x

2

dx =

√
2π

a
. (١٧٢)

∫
e−

a
2 x

2+bxdx =

√
2π

a
e

b2

2a (١٧٣)
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بنویسیم: زیر صورت به را ͳگاووس توزیع تابع توانیم ͳم ها پارامتر نام مناسب تغییر و رابطه دو این از استفاده با

P (x) =
1

σ
√
2π

e−
x2

2σ2 . (١٧۴)

نتیجه: در ∫و
P (x)dx = 1

∫
P (x)ebxdx = eb

2σ2

. (١٧۵)

آوریم. بدست را ͳگاووس توزیع تابع ͳمتوال گشتاورهای توانیم ͳم b = 0 دادن قرار پایان در و b پارامتر به نسبت طرفین از گیری مشتق با

که: دهید نشان الف‐ تمرین: n

⟨x2⟩ = σ2, ⟨x4⟩ = 3σ4 (١٧۶)

کنید: حساب نیز را زیر های متوسط

⟨x6⟩, ⟨x8⟩.

است: زیر صورت به ͳگاووس توزیع تابع که کنید فرض حال ب‐

P (x) =
1

σ
√
2π

e−
(x−x0)2

2σ2 . (١٧٧)

کنید. حساب دوباره را بالا گشتاورهای صورت این در

Έی متوسط و واریانس اگر ترتیب این به آیند. ͳم بدست (σ, x0) ͳیعن متوسط و واریانس حسب بر دیΎر گشتاورهای همه بینید ͳم که همانطور

توان ͳم ها گشتاور تمام داشتن با زیرا شوند،  ͳم تعیین کامل طور به توزیع تابع آن خود نتیجه در و آن های گشتاور تمام باشد معلوم ͳگاووس تابع

کرد. مشخص کامل طور به را توزیع تابع Έی

متغیره چند ͳگاووس توزیع توابع ١٣ . ١

درجه ͳعموم عبارت Έی نمایی تابع درون عبارت که معنا این به متغیره. Έی توزیع تابع از است ͳسرراست تعمیم متغیره چند ͳگاووس توزیع تابع

است: چنین آن ͳعموم ش΋ل است. دوم

P (x1, x2, · · · , xN ) =
1

Z
e−

1
2 (x

iAijx
j) (١٧٨)
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نوشت: زیر فشرده ش΋ل به را آن توان ͳم که

P (x) =
1

Z
e−

1
2x

TAx. (١٧٩)

با: است برابر که است بهنجارش ضریب Έی Z عبارت این در

Z =

∫
Dxe−

1
2x

TAx. (١٨٠)

است: این نیز Dx از منظور

Dx = dx1dx2 · · · dxN . (١٨١)

همه که معنا این به باشد مثبت ماتریس Έی بایست ͳم A ماتریس باشد، تعریف خوش توزیع تابع نتیجه در و نشود واگرا انتگرال این اینکه برای

به نیز Έی درجه عبارت آن در که گرفت نظر در نیز زیر ش΋ل به را ͳگاووس توزیع تابع توان ͳم باشند. صفر از بزرگتر ً اکیدا مقدارهایش ویژه

است: شده اضافه نمایی تابع آرگومان

P (x1, x2, · · · , xN ) =
1

Z
e−

1
2 (x

iAijx
j)+bixi (١٨٢)

نوشت: زیر فشرده ش΋ل به را آن توان ͳم که

P (x) =
1

Z
e−

1
2x

TAx+bTx. (١٨٣)

که کرد جابجا چنان توان ͳم را مختصات محورهای که است این معنایش که درآورد کامل مربع صورت به را ها عبارت این توان ͳم همیشه اما

نخستین کنیم. ͳم مطالعه را متقارن ͳگاووس توزیع تابع تنها بعد به این از دلیل این به آید. در خود متقارن و اولیه ش΋ل به ͳگاووس توزیع تابع

است. بهنجارش ضریب محاسبه دهیم انجام باید که کاری

آورد: بدست را زیر روابط توان ͳم پارامترها مختلف مقادیر برای متغیره Έی ی ها انتگرال از تا N تعداد کردن ضرب با

∫
Dxe−

1
2 (a1x1

2+a2x2
2+···+aNxN

2) =

√
(2π)N

a1a2 · · · aN∫
Dxe−

1
2 (a1x1

2+a2x2
2+···+aNxN

2)+b1x1+b2x2+···+bNxN =

√
(2π)N

a1a2 · · · aN
e

b2
1

2a1
+

b2
2

2a2
+···+

b2
N

2aN (١٨۴)
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هستند. مثبت همه a1, a2, · · · , aN درآن که

: نوشت نیز ͳماتریس فرم به را روابط این توان ͳم

∫
Dxe−

1
2x

TAx =

√
(2π)N

detA

∫
Dxe−

1
2 (x

TAx)+bTx =

√
(2π)N

detA
e

1
2b

TA−1b (١٨۵)

Έی با توان ͳم زیر هستند صحیح روابط این هم باز باشد) متقارن و مثبت ماتریس Έی تنها (بل΋ه نباشد نیز قطری A ماتریس اگر ͳحت حال

دهد ͳنم تغییر را انتگرال اندازه متعامد ماتریس Έی که کنیم ذکر است لازم کرد. استفاده (184) روابط از و کرد قطری را آن متعامد ماتریس

آوریم: ͳم بدست ترتیب این به است. Έی با برابر آن دترمینان قدرمطلق زیرا

Z =

√
(2π)N

detA
(١٨۶)

گیریم: ͳم نظر در زیر صورت به را مولد تابع است. مولد تابع ماست نیاز مورد که آنچه ͳهمبستگ توابع محاسبه برای

Z(b) :=

∫
DxP (x)eb

Tx =

∫
Dx

1

Z
e−

1
2x

TAxbTx. (١٨٧)

زیرا ایم کرده تعریف i ضریب بدون و
∫
DxP (x)eb

Tx صورت به بل΋ه
∫
DxP (x)eib

Tx صورت به نه را مولد تابع جا این در که کنید دقت

با حال نیست. انتگرال کردن واگرا برای ͳنگران به نیازی و شود ͳم همΎرا بزرگ های x برای حتما انتگرال که است چنان ͳگاووس تابع ش΋ل

داشت: خواهد را زیر ساده ش΋ل مولد تابع این کنیم. حساب ͳراحت به را مولد تابع توانیم ͳم (١٨۵) رابطه از استفاده

Z(b) = e
1
2 b

TA−1b (١٨٨)

کنیم: توجه زیر رابطه به که است ͳکاف آورد. بدست را ͳهمبستگ توابع و گشتاورها تمام توان ͳم مولد تابع این از حال داشت. خواهد را

⟨Xi⟩ =
∂Z(b)

∂bi
|b=0

⟨XiXj⟩ =
∂2Z(b)

∂bi∂bj
|b=0

⟨XiXjXk⟩ =
∂3Z(b)

∂bi∂bj∂bk
|b=0

· · · = · · · . (١٨٩)

که است ΀واض x −→ −x تبدیل به نسبت ͳگاوس تابع تقارن به توجه با نامیم. ͳم ͳهمبستگ توابع را ⟨XiXj · · ·Xk⟩ مثل ͳعبارات ͳکل طور به

دارند. صفر غیر مقدار زوج ͳهمبستگ توابع تنها و هستند صفر با برابر متغیر فردی تعداد با ͳهمبستگ توابع تمام
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که: دهید نشان بالا روابط به توجه با تمرین: n

⟨XiXj⟩ = (A−1)ij =: ∆ij

⟨XiXjXkXl⟩ = ∆ij∆kl +∆ik∆jl +∆il∆jk. (١٩٠)

٢۶ Έوی قضیه کنید، پیدا را قاعده این اگر ببرید؟ ب΋ار بالاتر ͳهمبستگ توابع محاسبه برای را آن و کنید پیدا آخر رابطه در ای قاعده توانید ͳم آیا

اید. کرده کشف را

بΎیرید: نظر در را زیر ͳگاووس تابع تمرین: n

P (x, y) = Ce−
1
2 (3x

2+3y2+2xy). (١٩١)

کنید: حساب را زیر های کمیت سپس کنید. پیدا را C ضریب

⟨X2⟩, ⟨Y 2⟩, ⟨XY ⟩. (١٩٢)

بΎیرید: نظر در را زیر ͳگاووس تابع تمرین: n

P (x, y) = Ce−
1
2 (3x

2+3y2+2xy)+2x+y. (١٩٣)

کنید: حساب را زیر های کمیت سپس کنید. پیدا را C ضریب

⟨x2⟩, ⟨y2⟩, ⟨xy⟩. (١٩۴)

ͳقدردان ١۴

ͳقدردان کردند، یادآوری من به درسنامه این بهبود برای را ͳمهم نکات که آزاد، دانشΎاه Έفیزی گروه از آسوده مرضیه دکتر خانم ،ͳگرام هم΋ار از

که دانشΎاه آن دکتری دانشجوی زبیری مریم خانم و زنجان دانشΎاه Έفیزی گروه از فولادوند، ابراهیم دکتر ،ͳگرام هم΋ار از همچنین کنم. ͳم

١۴٠۴ سال پاییز در را درسنامه این ویرایش آخرین کنم. ͳم تش΋ر کردند، تصحیح را آن تایپی اش΋الات و خوانده را درسنامه این زیاد دقت با

Wick’s Theorem٢۶
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بیشتر کرد. مشخص برایم را آن شمار از خارج اش΋الات و خواند ای العاده فوق دقت با جمشیدی کیا پیشرفته، آماری Έانی΋م درس دانشجوی

ͳنگارش اش΋ال چند ممنونم. کیا از ͳخیل بابت این از کرد. یاداوری من به را ͳمفهموم های غلط نیز جا چند در اما بودند ͳنگارش اش΋الات این

ممنونم. هم او از که کردند یادآوری من به ١۴٠۴ پاییز در درس این دانشجوی احمدی امیر را دیΎر
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